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times, it was not until 1922 that Mordell proved that the points form a finitely generated
group. There is still no proven algorithm for finding the rank of the group, but in one of the
earliest applications of computers to mathematics, Birch and Swinnerton-Dyer discovered a
relation between the rank and the numbers of points on the curve computed modulo a prime.
Chapter IV of the book proves Mordell’s theorem and explains the conjecture of Birch and
Swinnerton-Dyer.

Every elliptic curve over the rational numbers has an L-series attached to it. Hasse
conjectured that thisL-series satisfies a functional equation, and in 1955 Taniyama suggested
that Hasse’s conjecture could be proved by showing that the L-series arises from a modular
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Preface

In early 1996, I taught a course on elliptic curves. Since this was not long after Wiles had
proved Fermat’s Last Theorem and I promised to explain some of the ideas underlying his
proof, the course attracted an unusually large and diverse audience. As a result, I attempted
to make the course accessible to all students with a knowledge only of the standard first-year
graduate courses.

When it was over, I collected the notes that I had handed out during the course into a
single file, made a few corrections, and posted them on the Web, where they were downloaded
tens of thousands of times.

In 2006, I rewrote the notes and made them available as a paperback (the first edition of
this work). For this second edition, I have rewritten and updated the notes once again, while
retaining most of the numbering from the first edition.

Beyond its intrinsic interest, the study of elliptic curves makes an excellent introduction
to some of the deeper aspects of current research in number theory. In the book, I have
attempted to place the theory of elliptic curves in this wider context, as well as in its historical
context.

In reviewing the theory of elliptic curves, I have been struck by how much of it originated
with calculations: those of Ramanujan, which suggested Hecke operators and the Ramanujan
conjecture; those of Sato, which suggested the Sato–Tate conjecture in its general forms;
those of Selmer, which suggested the Cassels–Tate duality theorem; those of Birch and
Stephens, which suggested the Gross–Zagier formula; and, of course, those of Birch and
Swinnerton-Dyer, which suggested their conjecture and its generalizations.

I wish to thank Rochelle Kronzek of World Scientific Publishers for encouraging me to
prepare this second edition.
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Introduction

An elliptic curve over a field k is a nonsingular projective curve of genus 1 with a dis-
tinguished point. When the characteristic of k is not 2 or 3, it can be realized as a plane
projective curve

Y 2Z DX3CaXZ2CbZ3; 4a3C27b2 ¤ 0:

The distinguished point is .0W1W0/. For example, the following pictures show the real points
(except the point at infinity) of two elliptic curves:

Y 2 DX3C1 Y 2 DX.X2�1/

Although the problem of computing the points on an elliptic curve E with rational
numbers as coordinates has fascinated mathematicians since the time of the ancient Greeks,
it was not until 1922 that it was proved that it is possible to construct all the points starting
from a finite number by drawing chords and tangents. This is the famous theorem of Mordell,
which shows more precisely that the abelian group E.Q/ of rational points on E is finitely
generated. There is a simple algorithm for computing the torsion subgroup of E.Q/, but
there is still no proven algorithm for computing the rank. In one of the earliest applications
of computers to mathematics, Birch and Swinnerton-Dyer discovered experimentally a
relation between the rank and the numbers Np of the points on the curve read modulo the
different prime numbers p. The problem of proving this relation (the conjecture of Birch
and Swinnerton-Dyer) is one of the most important in mathematics. Chapter IV of the book
proves Mordell’s theorem and explains the conjecture of Birch and Swinnerton-Dyer.

In 1955, Taniyama noted that it was plausible that the Np attached to a given elliptic
curve always arise in a simple way from a modular form (in modern terminology, that the
elliptic curve is modular). In 1985 Frey observed that this did not appear to be true for the
elliptic curve attached to a nontrivial solution of the Fermat equation XnCY n DZn, n > 2.
His observation prompted Serre to revisit some old conjectures implying this, and Ribet
proved enough of his conjectures to deduce that Frey’s observation is correct: the elliptic
curve attached to a nontrivial solution of the Fermat equation is not modular. Finally, in
1994 Wiles (assisted by Taylor) proved that every elliptic curve in a large class is modular,
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2 Introduction

thereby proving Fermat’s Last Theorem. Chapter V of the book is devoted to explaining
these results.

The first three chapters of the book develop the basic theory of elliptic curves.

Elliptic curves have been used to shed light on some important problems that, at first
sight, appear to have nothing to do with them. I mention three such problems.

Fast factorization of integers

There is an algorithm for factoring integers that uses elliptic curves and is in many respects
better than previous algorithms. People have been factoring integers for millennia, but
recently the topic has become of practical significance: given an integer n that is the product
nD pq of two (large) primes p and q, there is a code for which everyone who knows n
can encode a message, but only those who know p and q can decode it. The security of the
code depends on no unauthorized person being able to factor n. See Koblitz 1994, VI, 4, or
Silverman and Tate 1992, IV, 4.

Lattices and the sphere packing problem

The sphere packing problem is that of finding an arrangement of n-dimensional unit balls
in Euclidean space that covers as much of the space as possible without overlaps. The
arrangement is called a lattice packing if the centres of the spheres are the points of a lattice
in n-space.

The best packing in
the plane is a lattice
packing.

Elliptic curves have been used to find lattice packings in many dimensions that are denser
than any previously known. See Chapter IV, �11.

Congruent numbers

A natural number n is said to be congruent if it is the area of a right-angle triangle whose
sides have rational length. For example, 6 is congruent because it is the area of a .3;4;5/
triangle. Such triangles occur in the writings of Diophantus, and the problem of determining
whether a given natural number n is congruent is stated already in an Arabic manuscript
from the tenth century (Dickson 1966). Fibonacci showed that 5 and 6 are congruent, Fermat
that 1;2;3; are not congruent, and Euler proved that 7 is congruent. However, an elementary
argument shows that n is congruent if and only if the elliptic curve

Y 2 DX3�n2X

has a point .x;y/ with x;y 2Q and y ¤ 0, and it is only with recent advances in the study
of elliptic curves that significant progress has been made on the ancient problem. See p. 169.

Why are they called elliptic curves?

Computing the length of an arc of an ellipse leads to integrals that cannot be evaluated in
terms of elementary functions. These integrals were called “elliptic”, and the name was then
carried over to the curves on which they naturally lie (see p. 210). For a friendly explanation
of how elliptic integrals led to elliptic curves, and why ellipses are not elliptic curves (and
never will be), see Rice and Brown 2012.
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PREREQUISITES

A knowledge of the basic algebra, analysis, and topology usually taught in advanced un-
dergraduate or first-year graduate courses. Some knowledge of algebraic geometry and
algebraic number theory will be useful but not essential.

NOTATION

We use the following standard notation: N is the set of natural numbers f0;1;2; : : :g, Z the
ring of integers, Q the field of rational numbers, R the field of real numbers, C the field of
complex numbers, and Fp the field with p elements. A number field is a finite extension of
Q.

Throughout the book, k is a field and kal is an algebraic closure of k. All rings are
commutative with 1, and homomorphisms of rings are required to map 1 to 1. For a ring A,
A� is the group of units in A:

A� D fa 2 A j there exists a b 2 A such that ab D 1g:

For an abelian group X ,
Xn D fx 2X j nx D 0g:

For a finite set S , #S or occasionally ŒS� denotes the number of elements of S . For an element
a of a set with an equivalence relation, we sometimes use Œa� to denote the equivalence class
of a. The symbol log always means the natural logarithm.

X
def
D Y X is defined to be Y , or equals Y by definition;

X � Y X is a subset of Y (not necessarily proper);
X � Y X and Y are isomorphic;
X ' Y X and Y are canonically isomorphic, or there is a given

isomorphism from one to the other.

REFERENCES

In addition to references listed at the end, I refer to the following of my online notes, available
at https://www.jmilne.org/math/.
ANT Algebraic Number Theory, v3.07.

CA A Primer of Commutative Algebra, v4.03.

FT Fields and Galois Theory, v4.61.
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Chapter I

Algebraic Curves

Thus we see that many interesting curves can be
defined as the zero sets of equations f .x;y/D 0,
where f .x;y/ is a polynomial in x and y. Such
curves were called algebraic curves by Leibniz.

Brieskorn and Knörrer 1986, p. 78.

In this chapter, we develop some of the basic theory of algebraic curves, concentrating on
plane curves. In Section 3 we describe the group structure on a cubic curve.

1 Plane algebraic curves; Bezout’s theorem

We introduce plane algebraic curves, and develop the intersection theory of curves in the
plane.

Polynomial rings

We shall need to use that polynomial rings over fields are unique factorization domains.
This is proved by induction starting from the fact that a polynomial ring AŒX� is a unique
factorization domain if A is (CA, 4.9). As the units in kŒX1; : : : ;Xn� are just the nonzero
constants, every element f of the ring can be written as a product

f D f
m1

1 � � �f mr
r

of powers of irreducible polynomials fi with no fi a constant multiple of another, and the
factorization is unique up to replacing the fi with constant multiples. The repeated factors
of f are those fi with mi > 1. A polynomial f is irreducible if and only if the principal
ideal .f / is prime (CA, 4.1).

Affine plane curves

The affine plane over k is A2.k/D k�k. A nonconstant polynomial f 2 kŒX;Y �, assumed
to have no repeated factor in kalŒX;Y �, defines an affine plane curve Cf over k whose points
with coordinates in any field K containing k are the zeros of f in K2,

Cf .K/D f.x;y/ 2K
2
j f .x;y/D 0g:
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6 Chapter I. Algebraic Curves

For c 2 k�, the curves Cf and Ccf have the same points in every field K, and will not be
distinguished.

For a curve over k, a point with coordinates in k is often called a rational point on the
curve.

The curve Cf is said to be irreducible if f is irreducible in kŒX;Y �, and it is said be
geometrically irreducible if f remains irreducible in kalŒX;Y �. For a general curve Cf , we
can write f D f1f2 � � �fr with the fi distinct irreducible polynomials in kŒX;Y �, and then

Cf .K/D Cf1
.K/[� � �[Cfr

.K/; all K � k:

The curves Cfi
are called the irreducible components of Cf (or just components).

The notation C Wf D 0 means that C is the curve Cf and the notation C Wf1 D f2 means
that C is the curve Cf1�f2

:

EXAMPLE 1.1 The curve X2�2Y 2D 0 is irreducible over Q, but becomes the pair of lines
.X �

p
2Y /.XC

p
2Y /D 0 over QŒ

p
2�. Therefore, it is not geometrically irreducible.

Recall that in characteristic p ¤ 0, the binomial theorem says that

.XCY /p DXpCY p:

EXAMPLE 1.2 If the field k is not perfect, then it has characteristic p ¤ 0 for some prime
p and there exists an a in k that is not a pth power in k. The element a becomes an pth
power in kal, say, a D ˛p. The polynomial f D XpCaY p is irreducible in kŒX;Y �, but
it becomes a pth power f D .X C˛Y /p in kalŒX;Y �, and so it does not define an affine
plane curve in our sense. This problem occurs only for non perfect k. When k is perfect, a
polynomial with no repeated factor in kŒX;Y � will not acquire a repeated factor in kalŒX;Y �.

We define the partial derivatives of polynomials by the obvious formulas,

@

@X

�X
i;j
aijX

iY j
�
D

X
i;j
iaijX

i�1Y j :

When we write f .X;Y / as a polynomial in X �a and Y �b, we find that

f .X;Y /D f .a;b/C

�
@f

@X

�
.a;b/

.X �a/C

�
@f

@Y

�
.a;b/

.Y �b/

C terms of degree � 2 in X �a; Y �b:

We call this the Taylor expansion of f .
Let P D .a;b/ 2 Cf .K/, some K � k. If at least one of the partial derivatives @f

@X
, @f
@Y

is nonzero at P , then P is said to be nonsingular, and the tangent line to C at P is defined
to be �

@f

@X

�
P

.X �a/C

�
@f

@Y

�
P

.Y �b/D 0:

A curve C is said to be nonsingular if all the points in C.kal/ are nonsingular, and otherwise
it is said to be singular.

ASIDE 1.3 Let f .x;y/ be a real-valued function on R2. The condition that at least one of @f
@X

, @f
@Y

is

nonzero at P means that the curve has a local parameterization near P . The gradientrf def
D

�
@f
@X
; @f
@Y

�



1. Plane algebraic curves; Bezout’s theorem 7

of f is a vector field on R2 whose value .rf /P at a point P D .a;b/ 2 R2 is normal to any level
curve f .x;y/D c through P , and so

.rf /P � .x�a;y�b/D 0

is the tangent line to the level curve. This explains the above definition.

REMARK 1.4 (a) If C is nonsingular, then every point in C.K/ for K a field containing k
is nonsingular, because otherwise the polynomials f , @f

@X
, @f
@Y

would generate a proper ideal
of kŒX;Y �, and so would have a common zero in kal by the Nullstellensatz.1

(b) A point on the intersection of two irreducible components of a curve is always
singular. Consider, for example, a curve Cf with f D f1f2 and f1.0;0/D 0D f2.0;0/.
Then

@f

@X
.0;0/D

�
f1
@f2

@X
C
@f1

@X
f2

�
.0;0/D 0

@f

@Y
.0;0/D

�
f1
@f2

@Y
C
@f1

@Y
f2

�
.0;0/D 0;

and so P D .0;0/ is singular on Cf .
(c) If Cf and Cg are affine plane curves over k with no common component, then

Cf .k
al/\Cg.k

al/ is finite. The theory of resultants (I, 1.22, 1.24) shows that there exist
polynomials a.X;Y /, b.X;Y /, and r.X/ with coefficients in k such that

a.X;Y /F.X;Y /Cb.X;Y /G.X;Y /D r.X/

and r.x0/D 0 if and only if F.x0;Y / and G.x0;Y / have a common zero. The polynomial
r.X/ has only finitely many roots, and for each root x0, F.x0;Y / and G.x0;Y / have only
finitely many common zeros.

(d) Let f D f .X;Y / 2 kŒX;Y � be a nonconstant polynomial without repeated factors.
If @f
@X

is the zero polynomial, then either X does not occur in f or else char.k/D p ¤ 0 and
f 2 kŒXp;Y �. If @f

@X
and @f

@Y
are both zero, then char.k/D p ¤ 0 and f 2 kŒXp;Y p�, say,

f .X;Y /D
X

i;j
aijX

ipY jp.

If k is perfect, then X
i;j
aijX

ipY jp D
�X

i;j
a
1=p
ij X iY j

�p
;

and so f is a pth power in kŒX;Y �, contradicting the hypothesis on f . Thus, if k is perfect,
then @f

@X
and @f

@Y
are not both the zero polynomial, and there are only finitely many singular

points in Cf .kal/.

EXAMPLE 1.5 Consider the curve

C W Y 2 DX3CaXCb:

At a singular point .x;y/ of C ,

2Y D 0; 3X2CaD 0; Y 2 DX3CaXCb:

1This says that polynomials f1; : : : ;fr in kŒX1; : : : ;Xn� have a common zero in kal unless the ideal
.f1; : : : ;fr / they generate equals kŒX1; : : : ;Xn�. See CA, 13.8.



8 Chapter I. Algebraic Curves

If char.k/¤ 2, then y D 0 and x is a common root of X3CaXCb and its derivative, i.e.,
it is a double root of X3CaXCb; it follows that

C is nonsingular ” X3CaXCb has no multiple root (in kal)

” its discriminant2�D 4a3C27b2 is nonzero.

If char.k/D 2, then C always has a singular point in kal, namely, .˛;ˇ/, where 3˛2CaD 0
and ˇ2 D ˛3Ca˛Cb.

Let Cf be an affine curve over k, and let P D .a;b/ 2 Cf .K/. We can write f as a
polynomial in X �a and Y �b with coefficients in K, say,

f .X;Y /D f1.X �a;Y �b/C�� �Cfn.X �a;Y �b/; (1)

where fi is homogeneous of degree i in X �a and Y �b. The point P is nonsingular if and
only if f1 ¤ 0, in which case the tangent line to Cf at P has equation f1 D 0 (compare (1)
with the Taylor expansion of f ).

Let P D .a;b/ be a singular point on Cf , so that

f .X;Y /D fm.X �a;Y �b/C terms of higher degree;

with fm¤ 0,m� 2. Thenm is called the multiplicity of P on C , denotedmP .C /. IfmD 2
(resp. 3), then P is called a double (resp. triple) point. Over kal,

fm.X;Y /D
Y
L
ri

i ;

where each Li is a polynomial ci .X �a/Cdi .Y �b/ of degree one with coefficients in kal

and the lines Li D 0 are distinct. They are called the tangent lines to Cf at P , and ri is the
multiplicity of Li D 0. We say that P is an ordinary singularity if the tangent lines all have
multiplicity 1. An ordinary double point is called a node.

EXAMPLE 1.6 The curve Y 2 DX3CaX2 has a singularity at .0;0/. If a¤ 0, it is a node,
and the tangent lines at .0;0/ are Y D˙

p
aX . They are defined over k if and only if a is a

square in k. If aD 0, the singularity is a cusp (see 1.12 below).

ASIDE 1.7 (a) In the definition of an affine plane curve, we require f to have no repeated factors
over kal so that our curves are geometrically reduced. Allowing repeated factors would allow the
curve to have multiple components, not just multiple points, and it would not be determined by its
points in kal.

(b) (For the experts.) Essentially, we have defined an affine plane curve to be a geometrically
reduced closed subscheme of A2

k
of dimension 1. Such a scheme corresponds to an ideal in kŒX;Y �

of height one, which is principal because kŒX;Y � is a unique factorization domain. The polynomial
generating the ideal is uniquely determined by the scheme up to multiplication by a nonzero constant.

Intersection numbers

We wish to define the intersection number of curves Cf and Cg at a point P of Cf \Cg .
For P D .0;0/, the next proposition shows that there is exactly one reasonable way of doing
this.

Let F.k/ be the set of pairs of polynomials f;g 2 kŒX;Y � having no common factor h
in kŒX;Y � with h.0;0/D 0.

2According to the usual definition, this is actually the negative of the discriminant.



1. Plane algebraic curves; Bezout’s theorem 9

PROPOSITION 1.8 There is a unique map I WF.k/! N such that
(a) I.X;Y /D 1;

(b) I.f;g/D I.g;f / all .f;g/ 2 F.k/;
(c) I.f;gh/D I.f;g/CI.f;h/ all .f;g/, .f;h/ 2 F.k/;
(d) I.f;gChf /D I.f;g/ all .f;g/ 2 F.k/, h 2 kŒX;Y �;
(e) I.f;g/D 0 if g.0;0/¤ 0.

PROOF. We first prove the uniqueness. Let f;g 2 F.k/. The theory of resultants (see 1.24
below) provides us with polynomials a.X;Y / and b.X;Y / such that af Cbg D r 2 kŒX�
and degY .a/ < degY .g/, degY .b/ < degY .f /. If degY .f /� degY .g/, then we write

I.f;g/
.c/
D I.f;gb/�I.f;b/

.d/
D I.f;r/�I.f;b/;

and otherwise, by a similar argument, we write

I.f;g/D I.r;g/�I.a;g/:

Continue in this fashion until Y is eliminated from one of the polynomials, say, from g, so
that g D g.X/ 2 kŒX�. Write g.X/DXmg0.X/, where g0.0/¤ 0. Then

I.f;g/
.c/
D mI.f;X/CI.f;g0/

.e/
D mI.f;X/:

After subtracting a multiple of X from f .X;Y /, we can assume that it is a polynomial in Y
alone. Write f .Y /D Y nf0.Y /, where f0.0/¤ 0. Then

I.f;X/
.c/
D nI.Y;X/CI.f0;X/

.a;b;e/
D n:

This completes the proof of uniqueness.
For the existence, let

kŒX;Y �.0;0/ D fh1=h2 j h1;h2 2 kŒX;Y �, h2.0;0/¤ 0g

(local ring at the maximal ideal .X;Y /). If f;g 2 F.k/, then the quotient ring

kŒX;Y �.0;0/=.f;g/

is finite dimensional as a k-vector space, and when we set I.f;g/ equal to its dimension we
obtain a map with the required properties (Fulton 1969, �3.3; in the first and second editions,
this is Chap. 3, �3). 2

REMARK 1.9 Let K be a field containing k. The theory of resultants shows that F.k/ is
contained in F.K/ (see 1.25). It follows that, for f;g 2 F.k/, I.f;g/ is the same whether
we regard f and g as polynomials with coefficients in k or K. In fact, it is possible to show
directly that dimk kŒX;Y �.0;0/=.f;g/ does not change when we pass from k to K.

EXAMPLE 1.10 Applying 1.8d, we find that

I.Y 2�X2.XC1/;X/D I.Y 2;X/D 2.

Although the Y -axis is not tangent to the curve Y 2 DX2.XC1/ , the intersection number
is > 1 because the origin is singular on the curve.
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The argument in the proof of the proposition is a practical algorithm for computing
I.f;g/, but if the polynomials are monic when regarded as polynomials in Y , the following
method is faster. If degY .g/� degY .f /, then we can divide f into g (as polynomials in Y )
and obtain

g D f hC r; degY r < degY f or r D 0:

By property (d),
I.f;g/D I.f;r/:

Continue in this fashion until one of the polynomials has degree 1 in Y , and apply the
following lemma.

LEMMA 1.11 If f .0/D 0, then I.Y �f .X/;g.X;Y //Dm, where Xm is the power of X
dividing g.X;f .X//.

PROOF. Divide Y �f .X/ into g.X;Y / (as polynomials in Y ) to obtain

g.X;Y /D .Y �f .X//h.X;Y /Cg.X;f .X//;

from which it follows that

I.Y �f .X/;g.X;Y //D I.Y �f .X/;g.X;f .X//DmI.Y �f .X/;X/:

Finally, since we are assuming f .0/D 0, f .X/DXh.X/, and so

I.Y �f .X/;X/D I.Y;X/D 1: 2

Consider two curves Cf and Cg in A2.k/, and let

P D .a;b/ 2 Cf .K/\Cg.K/; K � k:

We say that P is an isolated point of Cf \Cg if Cf and Cg do not have a common
component passing through P . Then f and g have no common factor h with h.a;b/D 0,
and so we can define the intersection number of Cf and Cg at P to be

I.P;Cf \Cg/
def
D I.f .XCa;Y Cb/;g.XCa;Y Cb//:

For example, if P D .0;0/, then I.P;Cf \Cg/D I.f;g/. From the definition of I , we find
that

I.P;Cf \Cg/D dimKKŒX;Y �.a;b/=.f;g/

where KŒX;Y �.a;b/ is the local ring

KŒX;Y �.a;b/ D fh1=h2 j h1;h2 2KŒX;Y �, h2.a;b/¤ 0g

at the point .a;b/.
If Cf and Cg are affine plane curves over k with no common component, thenX

P2Cf .kal/\Cg.kal/

I.P;Cf \Cg/D dimk kŒX;Y �=.f;g/

(Fulton 1969, �3.3 (9)).
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REMARK 1.12 Let P be a double point on a curve C , and suppose that C has only one
tangent line L at P . Then I.P;L\C/� 3 and, when equality holds, we call P a cusp. For
example, let C be the curve Y 2 DX3 and let P D .0;0/. Then L W Y D 0 is the only tangent
line at P and

I.P;L\C/
def
D I.Y 2�X3;Y /

1.8d
D I.X3;Y /D 3;

and so P is a cusp (see the picture in 1.14).

REMARK 1.13 As one would hope, I.P;C \D/D 1 if and only if P is nonsingular on
both C and D and the tangent lines to C and D at P are distinct. More generally,

I.P;C \D/�mP .C / �mP .D/;

with equality if and only if C and D have no tangent line in common at P (Fulton 1969,
�3.3 (5)).

ASIDE 1.14 Intuitively, the intersection number of two
curves at a point is the actual number of intersection points
after one of the curves has been moved slightly. For ex-
ample, the intersection number at .0;0/ of the Y -axis with
the curve Y 2 DX3 should be 2 because, after the Y -axis
has been moved slightly, the single point of intersection
becomes two points — see the picture at right. Similar, the
intersection number at .0;0/ of the Y -axis with the curves
Y 2DX2.XC1/ (see 1.10) and Y 2DX.X2�1/ (see p. 1)
should be 2. Of course, this picture is complicated by the
fact that the intersection points may become visible only
when we use complex numbers.

Projective plane curves

The projective plane over k is

P2.k/D f.x;y;z/ 2 k3 j .x;y;z/¤ .0;0;0/g=�;

where .x;y;z/ � .x0;y0;z0/ if and only if there exists a c ¤ 0 in k such that .x0;y0;z0/D
.cx;cy;cz/. We write .xWyWz/ for the equivalence class of .x;y;z/ — the colon is meant to
suggest that only the ratios matter: Let P 2 P2.k/; the triples .x;y;z/ representing P lie on
a single line L.P / through the origin in k3, and P 7! L.P / is a bijection from P2.k/ to the
set of all such lines. Projective n-space Pn.k/, n 2 N, can be defined similarly.

Let U2.k/D f.xWyWz/ j z ¤ 0g and L1.k/D f.xWyWz/ j z D 0g. Then

.x;y/ 7! .xWyW1/ W A2.k/! U2.k/

.xWy/ 7! .xWyW0/ W P1.k/! L1.k/

are bijections. Moreover, P2.k/ is the disjoint union

P2.k/D U2.k/tL1.k/

of the “affine plane” U2 with the “line at infinity” L1. The line

aXCbY C cZ D 0 (a and b not both zero)
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meets L1 at the point .�bWaW0/, which depends only on the slope of the affine line aXC
bY C c D 0. We can think of P2 as being the affine plane U2 with exactly one point added
for each family of parallel lines.

A nonconstant homogeneous polynomial F 2 kŒX;Y;Z�, assumed to have no repeated
factor in kal, defines a projective plane curve CF over k whose points in any field K � k
are the zeros of F in P2.K/,

CF .K/D f.xWyWz/ 2 P2.k/ j F.x;y;z/D 0g:

Note that, because F is homogeneous,

F.cx;cy;cz/D cdegF F.x;y;z/; c 2 k�;

and so, although it does not make sense to speak of the value of F at a point P of P2, it does
make sense to say whether or not F is zero at P . Again, we do not distinguish the curves
CF and CcF with c 2 k�. A plane projective curve is (uniquely) a union of irreducible
projective plane curves (those defined by irreducible polynomials). The degree of F is called
the degree of the curve CF .

EXAMPLE 1.15 The curve

Y 2Z DX3CaXZ2CbZ3

intersects the line at infinity at the point .0W1W0/, i.e., at the same point as all the vertical
lines do. This is plausible geometrically, because, as x!1, the slope of the tangent line to
the real affine curve

Y 2 DX3CaXCb

tends to1 (see the pictures p. 1).

Let U1.k/D f.xWyWz/ j y ¤ 0g and U0.k/D f.xWyWz/ j x ¤ 0g. Then U1 and U0 are
again, in a natural way, affine planes,

.x;z/$ .xW1Wz/WA2.k/$ U1.k/;

.y;z/$ .1WyWz/WA2.k/$ U0.k/:

Since at least one of x; y; or z is nonzero,

P2 D U0[U1[U2:

A projective plane curve C D CF is the union of three affine plane curves,

C D C0[C1[C2; Ci D C \Ui :

When we identify each Ui with A2 in the natural way, C0, C1, and C2 become identified
with the affine curves defined by the polynomials F.1;Y;Z/, F.X;1;Z/, and F.X;Y;1/
respectively.

EXAMPLE 1.16 The curve

C W Y 2Z DX3CaXZ2CbZ3

is covered by two affine curves, namely,

C2 W Y
2
DX3CaXCb and C1 WZ DX

3
CaXZ2CbZ3:
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The notions of tangent line, multiplicity, intersection number, etc. can be carried over
to projective curves by using that each point P of a projective curve C lies on at least one
of the affine curves Ci . If P 2 C.k/ is nonsingular as a point of one affine curve Ci , then
it is nonsingular as a point of all Ci on which it lies. Similar statements hold for the other
notions.

EXERCISE 1.17 Let P be a point on a projective plane curve C D CF . Show that P is
singular if and only if �

@F

@X

�
P

D

�
@F

@Y

�
P

D

�
@F

@Z

�
P

D 0:

When P is nonsingular, show that the projective line

L W

�
@F

@X

�
P

XC

�
@F

@Y

�
P

Y C

�
@F

@Z

�
P

Z D 0

has the property that L\Ui is the tangent line at P to the affine curve Ci for all i such that
P lies in Ui .

Bezout’s theorem

THEOREM 1.18 (BEZOUT) Let C and D be projective plane curves over k of degrees m
and n respectively having no common component. Then C and D intersect over kal in
exactly mn points counted with multiplicity, i.e.,X

P2C.kal/\D.kal/

I.P;C \D/Dmn:

PROOF. For an elementary proof, see Fulton 1969, �5.3. 2

Let C and D be projective plane curves over k of degrees m and n respectively. If there
are mn points in C.kal/\D.kal/, then Bezout’s theorem and 1.13 show that the points must
be nonsingular on both C and D; if there are more than mn points, then the curves must
have a common component.

ASIDE 1.19 Over C, the map

F;G 7!
X

P2CF .C/\CG.C/

I.P;CF \CG/

is continuous in the coefficients of F andG for the discrete topology on N. Thus, the total intersection
number is constant on continuous families of homogeneous polynomials, which allows us, in proving
Bezout’s theorem, to take F and G to be Xm and Y n. Then P D .0W0W0/ is the only point on both
curves, and

I.P;CXm \CY n/D I.Xm;Y n/Dmn,

which proves the theorem. A similar argument works over any field once one has shown that the total
intersection number is constant on algebraic families (cf. Shafarevich 1994, III, 2.2).

EXAMPLE 1.20 According to Bezout’s theorem, a curve of degree m will meet the line at
infinity in exactly m points counted with multiplicity. Our favourite curve

C W Y 2Z DX3CaXZ2CbZ3
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meets L1 at a single point P D .0W1W0/, but (see 1.8)

I.P;L1\C/D I.Z;Z�X
3
�aXZ�bZ3/

D I.Z;X3/

D 3:

In general, a nonsingular point P on a curve C is called a point of inflection (or flex) if the
intersection multiplicity of the tangent line and C at P is� 3.3 If the intersection multiplicity
equals 3, then the point of inflection is said to be ordinary. This is always the case for cubic
curves.

Z DX3CXZ2CZ3

REMARK 1.21 According to Bezout’s theorem, any two irreducible components of a pro-
jective plane curve have a common point (possibly in a finite extension of k), which will
be singular by 1.4b. Therefore, nonsingular projective plane curves are geometrically
irreducible.

Appendix: resultants

Let f .X/ D s0XmC s1Xm�1C�� �C sm and g.X/ D t0XnC t1Xn�1C�� �C tn be poly-
nomials with coefficients in k. The resultant Res.f;g/ of f and g is defined to be the
determinant ˇ̌̌̌

ˇ̌̌̌
ˇ̌̌̌
s0 s1 : : : sm

s0 : : : sm
: : : : : :

t0 t1 : : : tn
t0 : : : tn

: : : : : :

ˇ̌̌̌
ˇ̌̌̌
ˇ̌̌̌

n rows

m rows

There are n rows of si and m rows of tj , so that the matrix is .mCn/� .mCn/; all blank
spaces are to be filled with zeros. The resultant is a polynomial in the coefficients of f and
g.

PROPOSITION 1.22 The resultant Res.f;g/D 0 if and only if
(a) both s0 and t0 are zero; or

3Sometimes the intersection multiplicity is also required to be odd.
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(b) the two polynomials have a common root in k.

PROOF. If (a) holds, then the first column of the determinant is zero, and so certainly
Res.f;g/D 0. Suppose that a is a common root of f and g, so that there exist polynomials
f1 and g1 in kŒX� of degrees m�1 and n�1 respectively such that

f .X/D .X �a/f1.X/; g.X/D .X �a/g1.X/:

From these equalities we find that

f .X/g1.X/�g.X/f1.X/D 0: (2)

On equating the coefficients of XmCn�1; : : : ;X;1 in (2) to zero, we find that the coefficients
of f1 and g1 are the solutions of a system of mCn linear equations in mCn unknowns.
The matrix of coefficients of the system is the transpose of the matrix0BBBBBB@

s0 s1 : : : sm
s0 : : : sm

: : : : : :

t0 t1 : : : tn
t0 : : : tn

: : : : : :

1CCCCCCA (3)

The existence of the solution shows that this matrix has determinant zero, which implies that
Res.f;g/D 0.

Conversely, suppose that Res.f;g/D 0 but neither s0 nor t0 is zero. Because the above
matrix has determinant zero, we can solve the linear equations to find polynomials f1 and
g1 satisfying (2). A root a of f must also be a root of f1 or of g. If the former, cancel X �a
from the left hand side of (2), and consider a root of f1=.X �a/. As degf1 < degf , this
argument eventually leads to a root of f that is not a root of f1, and so must be a root of g.2

Note that polynomials f;g 2 kŒX� have a common root in k if and only if they have a
common root in kal, because Euclid’s algorithm shows that the greatest common divisor of
two polynomials does not change when the field is extended (FT, 2.10).

EXAMPLE 1.23 For a monic polynomial f .X/ of degreem, Res.f;f 0/D .�1/m.m�1/=2disc.f /:

Let c1; : : : ;cmCn be the columns of the matrix (3). Then0BBBBBBBBBB@

Xm�1f .X/

Xm�2f
:::

f .X/

Xn�1g.X/
:::

g.X/

1CCCCCCCCCCA
DXmCn�1c0C�� �C1cmCn;

and so
Res.f;g/ def

D det.c0; : : : ;cmCn/D det.c0; � � � ;cmCn�1;c/;
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where c is the vector on the left of the above equation. On expanding out this last determinant,
we find that

Res.f;g/D a.X/f .X/Cb.X/g.X/;

where a.X/ and b.X/ are polynomials of degrees � n�1 and �m�1 respectively.
If f .X/ and g.X/ have coefficients in an integral domain R, for example, Z or kŒY �,

then Res.f;g/ 2R, and the polynomials a.X/ and b.X/ have coefficients in R.

PROPOSITION 1.24 Let f .X;Y /, g.X;Y / 2 kŒX;Y �, and let r.X/ 2 kŒX� be the resultant
of f and g regarded as polynomials in Y with coefficients in kŒX�.

(a) There exist a.X;Y /, b.X;Y / 2 kŒX;Y � such that

af Cbg D r.X/ 2 kŒX�

and degY .a/ < degY .g/, degY .b/ < degY .f /.

(b) The polynomial r D 0 if and only if f and g have a common factor in kŒX;Y �.

PROOF. (a) Immediate from the above discussion.
(b) We know that r D 0 if and only if f and g have a common factor in k.X/ŒY �, but by

Gauss’s lemma (CA, 4.5), this is equivalent to their having a common factor in kŒX;Y �. 2

COROLLARY 1.25 If the polynomials f and g have no common factor in kŒX;Y �, then
they have no common factor in KŒX;Y � for any field K � k.

PROOF. Since the resultant of f and g is the same whether we work over k or K, this
follows from (b) of the proposition. 2

The resultant of homogeneous polynomials

F.X;Y /D s0X
m
C s1X

m�1Y C�� �C smY
m

G.X;Y /D t0X
n
C t1X

n�1Y C�� �C tnY
n

is defined as for inhomogeneous polynomials.

PROPOSITION 1.26 The resultant Res.F;G/D 0 if and only if F and G have a nontrivial
zero in P1.kal/.

PROOF. The nontrivial zeros of F.X;Y / in P1.kal/ are of the form

(a) .aW1/ with a a root of F.X;1/, or

(b) .1W0/ in the case that s0 D 0.

Since a similar statement is true for G.X;Y /, this proposition is a restatement of Proposition
1.22. 2

Computer algebra programs can find resultants. For example, entering

polresultant..xCa/5; .xCb/5;x/

into Pari/gp gives the answer .�aCb/25, which means that the polynomials have a common
root if and only if aD b, and this can happen in 25 ways.
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ASIDE 1.27 There is a geometric interpretation of the last proposition. Take k to be algebraically
closed, and regard the coefficients of F and G as indeterminates. Let V be the subset of AmCnC2�
P1 where both F.s0; : : : ; smIX;Y / and G.t0; : : : ; tnIX;Y / vanish. The proposition says that the
projection of V on AmCnC2 is the set where Res.F;G/, regarded as a polynomial in the si and ti ,
vanishes. In other words, the proposition tells us that the projection of the Zariski-closed set V is the
Zariski-closed set defined by the resultant of F and G.

Elimination theory does this more generally. Given polynomials Pi .T1; : : : ;TmIX0; : : : ;Xn/,
homogeneous in the Xi , it provides an algorithm for finding polynomials Rj .T1; : : : ;Tm/ such that
the Pi .a1; : : : ;amIX0; : : : ;Xn/ have a common zero if and only if Rj .a1; : : : ;am/D 0 for all j . See,
for example, Cox et al. 2007, Chap. 8, �5.

NOTES The history of plane algebraic curves goes back more than 2000 years — see the first chapter
of Brieskorn and Knörrer 1986. Newton made the first systematic study of real cubic plane curves,
classifying them into 72 cases (but missing 6).

2 Rational points on plane curves

For a projective plane curve CF over Q, the two fundamental questions are the following:
(a) Does CF have a point with coordinates in Q, i.e., does F.X;Y;Z/ have a nontrivial

zero in Q?

(b) If the answer to (a) is yes, can we describe the set of points?
One can also ask whether there are algorithms to answer these questions. For example, we
may know that a curve has only finitely many points without having an algorithm to find the
points or even determine their number.

In this section, we give an overview of the topic. For simplicity, we assume throughout
that C D CF is geometrically irreducible, i.e., that F.X;Y;Z/ is irreducible in QŒX;Y;Z�
and remains so over Qal.

We first make an observation that will be useful throughout the book. Let

f .X;Y /D
P
aijX

iY j

be a polynomial with coefficients aij in a field k, and let K be a Galois extension of k
(possibly infinite). If .a;b/ 2K �K is a zero of f .X;Y /, then so also is .�a;�b/ for all
� 2 Gal.K=k/ because

f .�a;�b/D
P
aij .�a/

i .�b/j D �.
P
aija

ibj /D �f .a;b/D 0.

Thus, Gal.K=k/ acts on Cf .K/. More generally, if C1;C2; : : : are affine plane curves over
k, then Gal.K=k/ stabilizes the subset C1.K/\C2.K/\ : : : of K �K. On applying this
remark to the curves

f D 0;
@f

@X
D 0;

@f

@Y
D 0;

we see that Gal.K=Q/ stabilizes the set of singular points of Cf . Similar remarks apply to
projective plane curves.

Curves of degree one

In this case, the curve is a line

C W aXCbY C cZ D 0; a;b;c 2Q, not all zero:
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It always has points with coordinates in Q, and it is possible to parameterize the points —
for example, if c ¤ 0, then the map

.sW t / 7! .sW t W�a
c
s� b

c
t /

is a bijection from P1.K/ onto C.K/ for all fields K �Q.

Curves of degree two

In this case F.X;Y;Z/ is a quadratic form in 3 variables, and C is a conic. Note that C
cannot be singular, because a nontangent line L through a point P of multiplicity m� 2 will
meet C in a second point Q and the total intersection number

I.P;L\C/CI.Q;L\C/
1:13
� mC1

violates Bezout’s theorem.
Sometimes it is easy to see that C.Q/ is empty. For example,

X2CY 2CZ2

has no nontrivial zero in Q because it has no nontrivial zero in R. Similarly,

X2CY 2�3Z2

has no nontrivial zero because, if it did, then it would have a zero .x;y;z/ with x;y;z 2 Z
and gcd.x;y;z/D 1; the only squares in Z=3Z are 0 and 1, and so

x2Cy2 � 0 mod 3 H) x � 0� y mod 3I

but then 3 divides z, which contradicts our assumption that gcd.x;y;z/D 1.
In 1785, Legendre showed that such arguments can be made into an effective procedure

for deciding whether CF .Q/ is nonempty. He first shows that, by an elementary change of
variables, F can be put in diagonal form

F D aX2CbY 2C cZ2; a;b;c 2 Z; a;b;c square free.

He then shows that if abc ¤ 0 and a;b;c are not all of the same sign, then F.X;Y;Z/ has a
nontrivial zero in Q if and only if �bc, �ca, �ab are squares modulo a;b;c respectively.
It follows from the quadratic reciprocity law (IV, 8.5), that this implies that there exists an
integer m, depending in a simple way on the coefficients of F , such that CF .Q/¤ ; if and
only if F.X;Y;Z/� 0 modm has a solution in integers relatively prime to m. See 2.18.

Now suppose that C has a point P0 with coordinates in Q. Can we describe all the
points? A line over Q always meets C in exactly two points counting multiplicities (Bezout’s
theorem). If the points coincide, then the line is tangent to C . Otherwise, the pair of points
is stable under the action of Gal.Qal=Q/, and so, if one has coefficients in Q, then both do.
The lines through P0 in P2 form a “P1”, and the map sending a line through P0 to its second
point of intersection is a bijection from P1.Q/ to C.Q/. For example, take P0 to be the
point .�1W0W1/ on the curve C WX2CY 2DZ2. The line bX�aY CbZ, a;b 2Q, of slope
b=a through P0 meets C at the point .a2� b2 W 2ab W a2C b2/. In this way, we obtain a
parameterization .aWb/ 7! .a2�b2W2abWa2Cb2/ of the points of C with coordinates in Q.
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Curves of degree 3

Let C W F.X;Y;Z/D 0 be a projective plane curve over Q of degree 3. If C is singular, then
Bezout’s theorem shows that it has only one singular point and that its multiplicity is 2. The
singular point P0 will have coordinates in some finite extension K of Q, which we may take
to be Galois over Q, but Gal.K=Q/ stabilizes the set of singular points in C.K/, hence fixes
P0, and so P0 2 C.Q/. Now a line through P0 will meet the curve in exactly one other point
(possibly coincident with P0), and so we again get a parameterization of the points of C
with coordinates in Q.

Nonsingular cubics will be the subject of the rest of the book. We shall see that
Legendre’s arguments fail for nonsingular cubic curves. For example,

3X3C4Y 3C5Z3

has nontrivial real zeros and nontrivial zeros modulo m for all integers m, but it has no
nontrivial zero in Q.

Let C be a nonsingular cubic curve over Q. According to Bezout’s theorem, a line meets
the curve in three points counting multiplicities. If two of the points have coefficients in Q,
so also does the third.4 Thus, the chord through two points in C.Q/ meets the curve in a
third point in C.Q/, and the tangent line at a point in C.Q/ meets the curve at another point
in C.Q/.

In a famous paper, published in 1922, Mordell proved the following theorem.

THEOREM 2.1 (FINITE BASIS THEOREM) Let C be a nonsingular cubic curve over Q.
There exists a finite set of points in C.Q/ from which every other point in C.Q/ can be
obtained by successive chord and tangent constructions.

In fact, C.Q/, if nonempty, has a natural structure of a commutative group (see the next
section), and the finite basis theorem says that C.Q/ is finitely generated. There is as yet no
proven algorithm for finding the rank of the group.

REMARK 2.2 For a singular cubic curve C over Q, the nonsingular points still form a
group, which may be isomorphic to .Q;C/ or .Q�;�/ (see II, �3), neither of which is
finitely generated — the elements of any finitely generated subgroup of .Q;C/ have a
common denominator, and a finitely generated subgroup of .Q�;�/ can contain only finitely
many prime numbers. Thus, the finite basis theorem fails for singular cubics.

Curves of genus > 1

The genus of a nonsingular projective curve C over Q is the genus of the Riemann surface
C.C/. More generally, the genus of an arbitrary curve over Q is the genus of the nonsingular
projective curve attached to its function field (Fulton 1969, �7.5, Cor. to Theorem 3). Mordell
conjectured in his 1922 paper, and Faltings (1983) proved, that every curve of genus > 1 has
only finitely many points with coordinates in Q. This applies to every nonsingular projective
plane curve of degree at least 4 and to every singular projective plane curve whose degree
is sufficiently large compared to the multiplicities of its singularities (see 6.5 later in this
chapter).

4On substituting Y D aXCb into the polynomial defining the affine cubic, one obtains a cubic polynomial
in X with coefficients in Q, two of whose roots lie in Q; it follows that the third root also lies Q.
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REMARK 2.3 Let P 2 P2.Q/. Choose a representative .aWbWc/ for P with a;b;c integers
having no common factor, and define the height H.P / of P to be max.jaj; jbj; jcj/. For any
B > 0, there are only finitely many P with H.P / < B .

For a curve C of genus > 1, there is an effective bound for the number of points
P 2 C.Q/ but no known effective bound, in terms of the polynomial defining C , for the
heights of the points P 2 C.Q/. With such a bound, the points in C.Q/ could be found by a
finite search. See Hindry and Silverman 2000, F.4.2, for a discussion of this problem.

ASIDE 2.4 There is a heuristic explanation for Mordell’s conjecture. Let C be a curve of genus
g � 1 over Q. If C.Q/ is nonempty, then C embeds into its jacobian variety J , which is a projective
variety of dimension g with a group structure, i.e., an abelian variety. A generalization of the finite
basis theorem, due to Weil, says that J.Q/ is finitely generated. Hence, inside the g-dimensional set
J.C/ we have the countable set J.Q/ and the (apparently unrelated) one-dimensional set C.C/. If
g > 1, it would be an extraordinary coincidence if the second set contained more than a finite number
of elements from the first set.

To continue our discussion, we shall need the field of p-adic numbers.

A brief introduction to the p-adic numbers

Let p be a prime number. A nonzero rational number a can be uniquely expressed as
aD pr m

n
, where m;n;r are integers and m and n are not divisible by p. We set jajp D 1

pr ,
and we let j0jp D 0. We call jajp the p-adic valuation of a. It has the following properties:

(a) jajp D 0 if and only if aD 0,

(b) jabjp D jajpjbjp,

(c) jaCbjp �maxfjajp; jbjpg .� jajpCjbpj/.
These statements imply that

dp.a;b/
def
D ja�bjp

is a translation-invariant metric on Q, called the p-adic metric. Note that for rational
numbers a;b to be close for this metric means that their difference is divisible by a high
power of p. The field Qp of p-adic numbers is the completion of Q for this metric. We now
explain what this means.

A sequence a1;a2;a3; : : : of rational numbers is a Cauchy sequence for the p-adic
metric if, for each real number " > 0, there exists a natural number N."/ such that

jam�anjp < " whenever m;n > N."/:

A sequence a1;a2;a3; : : : is said to converge to a 2Q if; for each real number " > 0, there
exists a natural number N."/ such that

jan�ajp < " whenever n > N."/:

Let R be the set of all Cauchy sequences in Q for the p-adic metric. It becomes a ring with
the obvious operations. An element of R is said to be null if it converges to zero. The set of
null sequences is an ideal I in R, and Qp is defined to be the quotient ring R=I . It is a field.

If ˛ D .an/n�1 is a Cauchy sequence in Q, then property (c) implies that the sequence
janjp becomes constant for large n, and we set this constant value equal to j˛jp. The
map ˛ 7! j˛jpWR!Q factors through Qp and has the properties (a), (b), (c) listed above.
Therefore the p-adic metric on Q extends to Qp.
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THEOREM 2.5 (a) The field Qp is complete, i.e., every Cauchy sequence in Qp converges
to a limit in Qp.

(b) The map sending a 2Q to the equivalence class of the constant Cauchy sequence
a;a;a; : : : is an injective homomorphism Q ,!Qp with dense image.

PROOF. Exercise. 2

We define the ring of p-adic integers Zp to be the closure of Z in Qp . This is exactly the
set of ˛ 2Qp with j˛jp � 1. Every p-adic integer a can be represented by a unique series

a0Ca1pC�� �Caip
i
C�� � ; 0� ai � p�1;

i.e., there is a unique sequence of integers a0;a1; : : :, 0 � ai � p�1, such that the partial
sums of the above series form a Cauchy sequence representing a. The ai , if they exist, satisfy
congruences

a0 � a mod pZ; : : : ;ai �
�
a� .a0C�� �Cai�1p

i�1/
�
=pi mod pZ; : : : :

This proves uniqueness, and the congruences can be used to inductively define the ai : Using
that Z is dense in Zp, one finds that

Z=pmZ' Zp=pmZp; all m� 1:

On passing to the limit, we obtain isomorphisms

lim
 �

Z=pmZ' lim
 �

Zp=pmZp ' Zp:

REMARK 2.6 (a) The same construction as above, but with j � jp replaced by the usual
absolute value, yields R instead of Qp.

(b) Just as real numbers can be represented by decimals, p-adic numbers can be repre-
sented by infinite series of the form

a�np
�n
C�� �Ca0Ca1pC�� �Camp

m
C�� � 0� ai � p�1:

This can be proved by noting that Q�p D pZ �Z�p (direct product).

The ring of p-adic integers Zp is compact, and it is open in Qp . Therefore, Qp is locally
compact. The relevance of the p-adic numbers to our present discussion is explained by the
next statement.

Let f .X0; : : : ;Xn/ 2 ZŒX0; : : : ;Xn� be a homogeneous form. Suppose that, for each
natural number N , we have integers a.N/0 ; : : : ;a

.N/
n , not all divisible by p, such that

f .a
.N/
0 ; : : : ;a.N/n /� 0 mod pN : (4)

Because ZnC1p is compact, the collection of nC 1-tuples .a.N/0 ; : : : ;a
.N/
n /, N 2 N, has a

limit point .˛0; : : : ;˛n/ in ZnC1p , and one sees easily that

f .˛0; : : : ;˛n/D 0: (5)

Conversely, suppose that .˛0; : : : ;˛n/ 2 QnC1p satisfies (5) and not all ˛i are zero. After

scaling, we may suppose that max j˛i jp D 1. For eachN 2N, choose integers a.N/0 ; : : : ;a
.N/
n

such that ja.N/j � j̨ j � p
�N for all j . Then .a.N/0 ; : : : ;a

.N/
n / satisfies (4).
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NOTATION 2.7 For a 2Q�, we let ordp.a/D r if aD pr m
n

with m and n not divisible by
p, and we let ordp.0/D1. With the obvious conventions concerning1, we have

(a) ordp.a/D1 if and only if aD 0;

(b) ordp.ab/D ordp.a/Cordp.b/;

(c) ordp.aCb/� minfordp.a/;ordp.b/g, with inequality unlessordp.a/D ordp.b/.
In particular, ordp is a homomorphism Q�! Z. This homomorphism extends by continuity
to Q�p .

NOTES For a more leisurely exposition of p-adic numbers, see, for example, Chapter I of Koblitz
1977. According to a theorem of Ostrowski, R and the p-adic fields Qp are the only completions of
Q with respect to nontrivial valuations.

Curves of degree 2 and 3 continued

Clearly, a necessary condition for a curve to have a point with coordinates in Q is that it
have points with coordinates in R and all the fields Qp. Indeed, we observed above that
X2CY 2CZ2 has no nontrivial zero in Q because it has no nontrivial real zero, and our
argument for X2CY 2�3Z2 shows that it has no nontrivial zero in the field Q3 of 3-adic
numbers. A modern interpretation of Legendre’s theorem is that, for curves of degree 2, the
condition is also sufficient.

THEOREM 2.8 (LEGENDRE) A quadratic form F.X;Y;Z/ with coefficients in Q has a
nontrivial zero in Q if and only if it has nontrivial zeros in R and in Qp for all p.

PROOF. See Cassels 1991, Chapter 3, or Serre 1973, Chapter IV. 2

See 2.18 below for the relation of this statement to Legendre’s original statement.

ASIDE 2.9 Theorem 2.8 is true for quadratic forms in any number of variables (Hasse–Minkowski
theorem). See Serre 1973, Chap. IV, for a good exposition of the proof. The key cases are 3 and 4
variables .2 is easy, and for � 5 variables, one uses induction on n), and the key result needed for its
proof is the quadratic reciprocity law (IV, 8.5).

If for some class of polynomials (better algebraic varieties) it is known that a polynomial
(or variety) has a zero in Q if and only if it has zeros in R and all Qp , then one says that the
Hasse, or local-global, principle holds for the class.

Hensel’s lemma

LEMMA 2.10 Let f .X1; : : : ;Xn/ 2 ZŒX1; : : : ;Xn�, and let a 2 Zn have the property that,
for some m� 0,

f .a/� 0 mod p2mC1

but, for some i , �
@f

@Xi

�
.a/ 6� 0 mod pmC1:

Then there exists a b 2 Zn such that

b � a mod pmC1

and
f .b/� 0 mod p2mC2:
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PROOF. Consider the Taylor expansion

f .X1; : : : ;Xn/D f .a1; : : : ;an/C

nX
iD1

�
@f

@Xi

�
a

.Xi �ai /

C terms of degree � 2:

Set bi D ai ChipmC1, hi 2 Z. Then

f .b1; : : : ;bn/D f .a1; : : : ;an/C

nX
iD1

�
@f

@Xi

�
a

hip
mC1

C terms divisible by p2mC2:

We have to choose the hi so that

f .a1; : : : ;an/C

nX
iD1

�
@f

@Xi

�
a

hip
mC1

is divisible by p2mC2. From the assumption, we know that there is a k � m such that
pk divides

�
@f
@Xi

�
a

for all i but pkC1 does not divide all of them. Any hi satisfying the

following equation will suffice,

f .a1; : : : ;an/

pkCmC1
C

nX
iD1

�
@f
@Xi

�
a

pk
hi � 0 mod p:

2

REMARK 2.11 If, in the lemma, a satisfies the condition

f .a/� 0 mod p2mCr

for some r � 1, then the construction in the proof gives a b such that

b � a mod pmCr

and
f .b/� 0 mod p2mCrC1:

THEOREM 2.12 (HENSEL’S LEMMA) Under the hypotheses of the lemma, there exists a
b 2 Znp such that f .b/D 0 and b � a mod pmC1.

PROOF. On applying the lemma, we obtain an a2mC2 2Zn such that a2mC2� a mod pmC1

and f .a2mC2/� 0 mod p2mC2. The first congruence implies that�
@f

@Xi

�
.a2mC2/�

�
@f

@Xi

�
.a/ mod pmC1;

and so
�
@f
@Xi

�
.a2mC2/ 6� 0 mod pmC1 for some i . On applying the remark following the

lemma, we obtain an a2mC3 2Zn such that a2mC3� a2mC2 mod pmC2 and f .a2mC3/�
0 mod p2mC3. Continuing in this fashion, we obtain a sequence a;a2mC2;a2mC3; : : : of
n-tuples of Cauchy sequences. Let b be the limit in Znp . The map f WZn! Z is continuous
for the p-adic topologies, and so

f .b/D f .lim
r
a2mCr/D lim

r
f .a2mCr/D 0:

2
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EXAMPLE 2.13 Let f .X/ 2 ZŒX�, and let Nf .X/ 2 FpŒX� be its reduction mod p. Let

a 2 Z be such that Na 2 Fp is a simple root of Nf .X/. Then d Nf
dX
. Na/¤ 0, and so the theorem

shows that Na lifts to a root of f .X/ in Zp.

EXAMPLE 2.14 LetF.X;Y;Z/ be a homogeneous polynomial in ZŒX;Y;Z�, and let .aWbWc/2
P2.Fp/ be a nonsingular point of the curve CF over Fp . Then, as in the last example, .aWbWc/
lifts to a point on the curve CF with coordinates in Zp.

EXAMPLE 2.15 Let f .X;Y;Z/ be a quadratic form with coefficients in Z and discriminant
D ¤ 0. If p does not divide D, then Nf .X;Y;Z/ is a quadratic form over Fp with nonzero
discriminant, and it is known that such a form has a nontrivial zero in Fp (Serre 1973, I,
�2). Therefore f .X;Y;Z/ has a nontrivial zero in Qp . If p divides D, then Hensel’s lemma
shows that f .X;Y;Z/ has a nontrivial zero in Qp if it has an “approximate” zero.

EXERCISE 2.16 Let

F.X;Y;Z/D 5X2C3Y 2C8Z2C6.YZCZXCXY /:

Find .a;b;c/ 2 Z3, not all divisible by 13, such that

F.a;b;c/� 0 mod 132.

EXERCISE 2.17 Consider the affine plane curve C W Y 2 D X3Cp. Prove that the point
.0;0/ on the reduced curve over Fp does not lift to a point on C with coordinates in Z2p.
Why does this not violate Hensel’s lemma?

ASIDE 2.18 Let f .X;Y;Z/ be a quadratic form with coefficients in Q and nonzero discriminant.
After an elementary change of variables, we may suppose that f D aX2CbY 2C cZ2 with a;b;c
square free integers. If a, b, and c have a prime factor p in common, we replace f with p�1f . If
two of the coefficients, say, a and b, have a prime factor p in common, we replace Z with pZ and
divide by p. Thus, in studying the solutions of f D 0, we may suppose that

f .X;Y;Z/D aX2CbY 2C cZ2

with a;b;c 2 Z and abc square free.
Recall that Legendre showed that f D 0 has a nonzero solution if and only if

(a) a;b;c are not all of the same sign, and

(b) �bc, �ca, �ab are squares modulo a, b; c respectively.

We prove the necessity of the conditions (a) and (b). Suppose that f D 0 has a nonzero solution
.x;y;z/ 2Q3. Then certainly (a) holds. We may suppose that x;y;z 2 Z and are relatively prime in
pairs. If x and c had a prime factor p in common, then p would divide y, contradicting our assumption.
Thus, x is invertible modulo c, and from ax2C by2C cz2 D 0 we deduce that �ab D .byx�1/2

modulo c. Similarly, �bc and �ca are squares modulo a and b.
We now prove that Legendre’s original theorem implies Theorem 2.8 by showing that if f has

nontrivial zeros in R and Qp for all p dividing abc, then Legendre’s conditions (a) and (b) hold.
Certainly, (a) holds. Let c D

Q
p
ri
i . Because f has a nontrivial zero in Qpi

, the argument in the last
paragraph shows that �ab is a square in Zpi

=cZpi
D Zpi

=p
ri
i Zpi

. As

Z=cZ'
Y

i
Z=prii Z (Chinese remainder theorem)

'

Y
i
Zpi

=p
ri
i Zpi

;

we deduce that �ab is a square in Z=cZ. Similarly, �bc and �ca are squares modulo a and b.
The proof that Theorem 2.8 implies Legendre’s original theorem is just as elementary and only a

little longer (Liu 2019).
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NOTES The tangent process for constructing new rational points goes back to Diophantus (c250
A.D.) and was “much loved by Fermat”; the chord process was known to Newton. Hilbert and
Hurwitz showed (in 1890) that, if a curve of genus zero has one rational point, then it has infinitely
many, all given by rational values of a parameter. In 1901, Poincaré published a long article on
rational points on curves in which he attempted to rescue the subject from being merely a collection
of ad hoc results about individual equations. Although he is usually credited with conjecturing the
finite basis theorem, he rather simply assumed it. Beppo Levi was the first to ask explicitly whether
the finite basis theorem was true. In his remarkable 1922 paper, Mordell proved the finite basis
theorem, and, in a rather off-handed way, conjectured that all curves of genus > 1 over Q have only
finitely many rational points (the Mordell conjecture). Both were tremendously important, the former
as the first general theorem in diophantine geometry, and the latter as one of the most important open
conjectures in the subject until it was proved by Faltings in 1983.

For more on the history of these topics, see Cassels 1986, Schappacher 1990, and Schappacher
and Schoof 1996, from which the above notes have largely been drawn.

3 The group structure on a plane cubic curve

Let C be a nonsingular projective plane curve of degree 3 over a field k, which, for simplicity,
we take to be perfect. Assume that C.k/ is nonempty, and choose a point O 2 C.k/. In this
section, we give a geometric construction of a group structure on C.k/ having O as its zero
element.

According to Bezout’s theorem, a line meets the curve in three points counting multiplic-
ities. Given P;Q 2 C.k/, neither lying on the tangent line at the other, we let PQ denote
the third point of intersection of the line through P and Q with C . Given P 2 C.k/, we let
PP denote the second point of intersection of the tangent line at P with C . The points PQ
and PP have coordinates in k.5 Note that PP D P if and only if P is a point of inflection.

For a pair P;Q 2 C.k/, we define

P CQDO.PQ/;

i.e., we draw the line through P and Q to get PQ, and then the line through O and PQ to
get P CQ, as in the following diagram:

P

Q

PQ

P CQ

5Certainly, there is a finite Galois extension K of k such that PQ 2 C.K/, but then Gal.K=k/ acts on the
set fP;Q;PQg, and so fixes PQ. Similarly, PP 2 C.k/.



26 Chapter I. Algebraic Curves

THEOREM 3.1 The above construction makes C.k/ into a commutative group.

First note that the definition does not depend on the order of P and Q; thus

P CQDQCP:

Next note that
OCP

def
DO.OP /D P;

and so O is a neutral element.
Given P 2 C.k/, let P 0 D P.OO/. Then PP 0 D OO , and O.PP 0/D O.OO/D O ,

i.e., P CP 0 DO .

P

P 0 OO

O

Thus the addition is commutative, has a zero element, and every element has a negative.
It remains to check that it is associative, i.e., that

.P CQ/CRD P C .QCR/; all P;Q;R 2 C.k/:

In Section 4 below, we shall explain how to deduce this from the Riemann–Roch theorem,
but here we sketch an elegant geometric proof.

Geometric proof of associativity

In proving associativity, we may replace k with a larger field, and so we may assume k to be
algebraically closed.

PROPOSITION 3.2 If two cubic curves in P2 intersect in exactly nine points, then every
cubic curve passing through eight of the points also passes through the ninth.

PROOF. A cubic form

F.X;Y;Z/D a1X
3
Ca2X

2Y C�� �Ca10Z
3

has 10 coefficients a1; : : : ;a10. The condition that CF pass through a point P D .xWyWz/ is
a linear condition on a1; : : : ;a10, namely,

a1x
3
Ca2x

2yC�� �Ca10z
3
D 0:

If the eight points P1 D .x1Wy1Wz1/; : : : ;P8 are in “general position”, specifically, if the
vectors .x3i ;x

2
i yi ; : : : ; z

3
i /, i D 1; : : : ;8, are linearly independent, then the cubic forms having

P1; : : : ;P8 as zeros form a 2-dimensional space, and so there exist two such forms F and G
such that the remainder can be written

�F C�G; �;� 2 k:

Now F and G have a ninth zero in common (by Bezout), and every curve �F C�G D 0
passes through it.

When the Pi are not in general position, the proof can be completed by a case-by-case
study (Walker 1950, III, 6.2). 2
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We now write `.P;Q/ for the line in P2 through the points P;Q. Let P;Q;R 2 C.k/,
and let

S D .P CQ/R; T D P.QCR/:

Then .P CQ/CRDOS and P C .QCR/DOT . To prove the associativity, we have to
show that S D T .

Consider the cubic curves,

`.P;Q/ �`.R;P CQ/ �`.QR;O/D 0;

`.P;QCR/ �`.Q;R/ �`.PQ;O/D 0;

and C (see the picture below). All three pass through the eight points

O;P;Q;R;PQ;QR;P CQ;QCR;

and the first two also pass through

U
def
D `.P;QCR/\`.R;P CQ/:

Therefore, if the six lines `.P;Q/; : : : ;`.PQ;O/ are distinct, then the proposition shows
that C passes through U , which implies that S D U D T .

P

Q

PQ

R QR

O

P

Q

PQ

R QR

OP CQ

QCR

The 9th point.

To handle the special case when two of the lines coincide, one uses the following stronger
form of 3.2:

Let C;C 0;C 00 be cubic curves in P2 with C irreducible, and suppose that
C �C 0 D

P9
iD1ŒPi �, where the Pi are nonsingular (not necessarily distinct)

points on C ; if C �C 00 D
P8
iD1ŒPi �C ŒQ�, then Q D P9 (Fulton 1969, �5.6,

Proposition 3).
Here C �C 0 denotes the divisor

P
P2C\C 0 I.P;C \C

0/ � ŒP � (see the next section).

EXERCISE 3.3 Find a necessary and sufficient condition for the line L W Y D cXCd to be
an inflectional tangent to the affine curve C W Y 2 DX3CaXCb, i.e., to meet C at a point
P with I.P;L\C/D 3. Hence find a general formula for the elliptic curves C in canonical
form having a rational point of order 3.

EXAMPLE 3.4 Consider the cubic curve

E W Y 2Z DX3CaXZ2CbZ3, �
def
D 4a3C27b2 ¤ 0; char.k/¤ 2:
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We saw in 1.5 that E is nonsingular. As O def
D .0W1W0/ is a point of inflection (1.20), it is

natural to take it to be the zero for the group law. The lines through it are the vertical lines in
the affine plane, and so .xWyW1/C .x0Wy0W1/DO if and only if x D x0 and yCy0 D 0. In
particular, the points of order 2 on E are the points .xW0W1/ with x a root of x3CaxCb.

NOTES In his papers in the 1920s in which he generalized Mordell’s finite basis theorem, Weil made
systematic use of the commutative group structure on E.Q/, and (according to Schappacher 1990)
was perhaps the first to do so — earlier mathematicians worked instead with the binary operation
P;Q 7! PQD�.P CQ/, which is not associative.

4 Regular functions; the Riemann–Roch theorem

Because it simplifies the exposition, we first explain the main results in the case of an
algebraically closed base field.

Algebraically closed base fields

Throughout this section, k is algebraically closed.

REGULAR FUNCTIONS ON AFFINE CURVES

Let C be the affine plane curve over k defined by an irreducible polynomial f .X;Y /. Every
polynomial g.X;Y / 2 kŒX;Y � defines a function

.a;b/ 7! g.a;b/WC.k/! k

and the functions arising in this way are called the regular functions on C .
Obviously, every multiple of f .X;Y / defines the zero function on C.k/, and the Null-

stellensatz (CA, 13.8) implies these are the only such polynomials. Therefore the map
sending g to the function .a;b/ 7! g.a;b/ on C.k/ defines an isomorphism

kŒX;Y �=.f /! fring of regular functions on C g:

Let
kŒC �D kŒX;Y �=.f /D kŒx;y�;

where x D X mod.f / and y D Y mod.f /. Then x and y are the coordinate functions
P 7! x.P / and P 7! y.P / on C.k/, and the elements of kŒC � are polynomials in x and
y. A nonzero regular function g on C has only finitely many zeros in C.k/ because
Cf .k/\Cg.k/ is finite (see 1.4c).

Because .f / is prime, kŒx;y� is an integral domain, and we let k.C /D k.x;y/ denote
its field of fractions. An element ' D g=h of k.x;y/ defines a function

.a;b/ 7!
g.a;b/

h.a;b/
WC.k/Xf zeros of hg ! k:

We call such a ' a rational function on C , regular outside the finite set of zeros of h.

EXAMPLE 4.1 (a) Let C be the X -axis, i.e., the affine plane curve defined by the equation
Y D 0: Then kŒC �D kŒX;Y �=.Y /' kŒX� and k.C /' k.X/. The rational functions on C
are just the quotients g.X/=h.X/ , h¤ 0, and such a function is regular outside the finite
set of zeros of h.X/.
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(b) Let C be the affine curve Y 2 DX3CaXCb. Then

kŒC �D kŒX;Y �=.Y 2�X3�aX �b/D kŒx;y�:

Thus the regular functions on C are polynomials in the coordinate functions x and y, where
x and y satisfy the relation

y2 D x3CaxCb:

REGULAR FUNCTIONS ON PROJECTIVE CURVES

Let C be the projective plane curve over k (algebraically closed) defined by an irreducible
homogeneous polynomial F.X;Y;Z/. If G.X;Y;Z/ and H.X;Y;Z/ are homogeneous
polynomials of the same degree and H is not a multiple of F , then

.aWbWc/ 7!
G.a;b;c/

H.a;b;c/

is a well-defined function on the complement in C.k/ of the (finite) set of zeros of H . This
is a rational function on C . More precisely, let

kŒx;y;z�D kŒX;Y;Z�=.F /

and let k.x;y;z/ be the field of fractions of kŒx;y;z�. Because F is homogeneous, there is
a well-defined decomposition

kŒx;y;z�D
M
d

kŒx;y;z�d ;

where kŒx;y;z�d consists of the elements of kŒx;y;z� having a representative in kŒX;Y;Z�
that is homogeneous of degree d . Define

k.C /D k.x;y;z/0

D fg=h 2 k.x;y;z/ j g;h 2 kŒx;y;z�d , for some dg :

It is a subfield of k.x;y;z/, and its elements are called the rational functions on C . A
rational function g=h defines a regular function on the complement of the set of zeros of h
in C.k/.

REMARK 4.2 Recall that there is a bijection

A2.k/ $ U2.k/ � P2.k/�
a
c
; b
c

�
$ .aWbWc/

To avoid confusion, write kŒX 0;Y 0� for the polynomial ring attached to A2 and kŒX;Y;Z� for
the polynomial ring attached to P2. A polynomial g.X 0;Y 0/ defines a function A2.k/! k,
and the composite

U2.k/! A2.k/
g
�! k

is

.aWbWc/ 7! g
�
a
c
; b
c

�
D
g�.a;b;c/

cdegg ;
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where g�.X;Y;Z/ def
D g

�
X
Z
; Y
Z

�
�Zdegg is g.X;Y / made homogeneous by adding the fewest

possible Z. Thus g.X 0;Y 0/ as a function on A2'U2 agrees with g�.X;Y;Z/
Zdegg . One see easily

that the map

g.X 0;Y 0/

h.X 0;Y 0/
7!
g�.X;Y;Z/

Zdegg

Zdegh

h�.X;Y;Z/
Wk.X 0;Y 0/! k.X;Y;Z/

is an injection, with image the subfield k.X;Y;Z/0 of k.X;Y;Z/ of elements that can be
expressed as a quotient of homogeneous polynomials of the same degree.

Now let C be an irreducible curve in P2, and assume that C \U2 ¤ ;, i.e., that C is not
the “line at infinity” Z D 0. Then the map

g.x0;y0/

h.x0;y0/
7!
g�.x;y;z/

zdegg

zdegh

h�.x;y;z/
Wk.x0;y0/! k.x;y;z/0

is a bijection from the field of rational functions on the affine curve C \U2 to the field of
rational functions on C . Moreover, if '0 7! ', then '.aWbWc/D '0.a

c
; b
c
/ for every point

.aWbWc/ 2 C.k/\U2 at which ' is defined.

EXAMPLE 4.3 The rational functions on P1 are the functions

.aWb/ 7!
G.a;b/

H.a;b/
;

whereG.X;Z/ andH.X;Z/ are homogeneous polynomials of the same degree andH.X;Z/
is not the zero polynomial.

EXAMPLE 4.4 Let C be a nonsingular projective plane curve over C. Then C.C/ has the
structure of a compact Riemann surface, and the meromorphic functions on C.C/ coincide
with the rational functions on C . In contrast, meromorphic functions on affine curves need
not be rational, for example, ez on CD A1.C/ is not rational.

RIEMANN’S INEQUALITY

Let C D CF be the nonsingular projective curve over k (algebraically closed) defined by a
homogeneous polynomial F.X;Y;Z/. As for meromorphic functions on Riemann surfaces,
we try to understand the rational functions on C in terms of their zeros and poles.

The group of divisors Div.C / on C is defined to be the free abelian group on the set
C.k/. Thus an element of Div.C / is a finite sum

D D
X

nP ŒP �; nP 2 Z; P 2 C.k/:

The degree of D is
P
nP . There is a partial ordering on Div.C /,X
nP ŒP ��

X
mP ŒP � ” nP �mP for all P:

In particular,
P
nP ŒP �� 0 if and only if all the np are nonnegative.

Let ' be a nonzero rational function on CF . Then ' is defined by a quotient G.X;Y;Z/
H.X;Y;Z/

of two polynomials of the same degree, say, m, such that F does not divide H . Because ' is
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not identically zero, F does not divide G either. By Bezout’s theorem

.degF / �mD
X

P2CF\CG

I.P;CF \CG/

.degF / �mD
X

P2CF\CH

I.P;CF \CH /:

Define the divisor of ' to be

div('/D
X

P2CF\CG

I.P;CF \CG/ŒP ��
X

P2CF\CH

I.P;CF \CH /ŒP �:

If ŒP � occurs in div.'/ with positive (resp. negative) coefficient, then P is called a zero
(resp. pole) of ' with multiplicity the coefficient. Note that div.'/ has degree zero, and so
' has as many zeros as poles (counted with multiplicity). Also, note that only the constant
functions are without zeros and poles.

Given a divisor D, we define

L.D/D f' j div.'/CD � 0g[f0g:

For example, if D D ŒP �C2ŒQ�, then L.D/ consists of those rational functions having no
poles outside fP;Qg and having at worst a single pole at P and a double pole at Q. Each
L.D/ is a vector space over k, and in fact a finite-dimensional vector space. We denote its
dimension by `.D/.

THEOREM 4.5 (RIEMANN’S INEQUALITY) There exists an integer g such that for all divi-
sors D,

`.D/� degDC1�g,

with equality for degD sufficiently positive; in fact, equality holds if degD � 2g�2:

PROOF. See Fulton 1969, Chap. 8. 2

The integer g determined by the theorem is called the genus of C .

EXAMPLE 4.6 Let a1; : : : ;am 2 k D A1.k/ � P1.k/, and let D D
P
ri Œai � be a divisor

with all ri > 0. The rational functions ' on A1 with their poles in fa1; : : : ;amg and at worst
a pole of order ri at ai are those of the form

' D
f .X/

.X �a1/r1 � � �.X �am/rm
; f .X/ 2 kŒX�:

The function ' will not have a pole at1 if and only if degf �
P
ri D degD. The dimension

of L.D/ is therefore the dimension of the space of polynomials f of degree � degD, which
is degDC1. Thus the genus of P1 is 0.

REMARK 4.7 Riemann’s inequality was originally proved for meromorphic functions on
compact Riemann surfaces. Since the rational functions on a nonsingular projective curve
over C coincide the meromorphic functions on its associated Riemann surface, the two have
the same genus.
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For Riemann’s inequality to be useful, we need to be able to compute the genus of a
curve. For a nonsingular projective plane curve, it is given by the formula,

g.C /D
.degC �1/.degC �2/

2
(6)

(Fulton 1969, �8.3, Proposition 3). For example, a nonsingular projective plane curve has
genus 0 if it is of degree 1 or 2 and it has genus 1 if it is of degree 3.

REMARK 4.8 Note that not all integers g � 0 can occur in the formula (6). Appropriately
defined (see �6), there do exist nonsingular projective curves of arbitrary genus g — just not
nonsingular projective plane curves.

PICARD GROUPS

Let C be a nonsingular projective plane curve over k (algebraically closed). The divisor of a
rational function on C is said to be principal. Two divisors D and D0 are said to be linearly
equivalent, denoted D �D0, if D�D0 is principal. We have groups

Div.C /� Div0.C /� P.C/;

where Div0.C / is the group of divisors of degree 0 on C and P.C/ is the group of principal
divisors.

Define Picard groups,

Pic.C /D Div.C /=P.C /; Pic0.C /D Div0.C /=P.C /:

ASIDE 4.9 The group Pic.C / is defined similarly for affine curves. When C is a nonsingular affine
curve, the ring kŒC � is a Dedekind domain, and Pic.C / is its ideal class group.

PROPOSITION 4.10 Let E be a nonsingular projective curve of genus 1, and let O 2E.k/.
The map

P 7! ŒP �� ŒO� WE.k/! Pic0.E/ (7)

is bijective. It becomes a homomorphism when we endow E.k/ with the addition defined in
the last section (hence the addition law on E.k/ is associative).

PROOF. For a divisor D on E, Riemann’s inequality says that

`.D/D degD if degD � 1:

If P and Q have the same image under the map (7), then ŒP �� ŒQ� is principal, say, equal
to div.'/. Then ' 2 L.ŒQ�/, which consists only of the constant functions, and so P DQ.
For the surjectivity, let D be a divisor of degree 0. Then DC ŒO� has degree 1, and so there
exists a rational function ', unique up to multiplication by a nonzero constant, such that
div.'/CDC ŒO�� 0: The only divisors � 0 of degree 1 are those of the form ŒP �, and so
there exists a unique point P such that DC ŒO�� ŒP �; i.e., such that D � ŒP �� ŒO�:

For the second statement, suppose that P CQDR in E.k/. Let L1 be the line through
P and Q, and L2 the line through O and R. From the definition of P CQ, we know that
both L1 and L2 have the point PQ as their third point of intersection with E. Regard L1
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and L2 as linear forms in X;Y;Z, and let ' be the rational function L1

L2
. Then ' has simple

zeros at P;Q;PQ and simple poles at O;R;PQ; and so

div.'/D ŒP �C ŒQ�C ŒPQ�� ŒO�� ŒR�� ŒPQ�

D ŒP �C ŒQ�� ŒR�� ŒO�:

Hence
.ŒP �� ŒO�/C .ŒQ�� ŒO�/� .ŒR�� ŒO�/;

as required. 2

REMARK 4.11 (a) It is clear from the proposition, that choosing a different zero O 2E.k/
only translates the addition law on E.

(b) The advantage of the geometric construction of the addition law is that it shows that
the map .P;Q/ 7! P CQWE �E!E is regular. The advantage of the construction in this
section is that it immediately shows that addition is associative.

(c) The group law on .E;O/ is intrinsically determined by the rule( Pn
iD1Pi D

Pn
iD1Qi ”

Pn
iD1ŒPi ��

Pn
iD1ŒQi �;

OCP D P for all P .

When O is taken to be a point of inflection, then

P CQCRD 0 ” ŒP �C ŒQ�C ŒR�� 3ŒO�;

or, equivalently, ŒP �C ŒQ�C ŒR� is the intersection divisor of a line with E. When P;Q;R
are distinct, this last statement says that the points lie on a line; when P DQ¤R, it says
that the tangent to E at P meets E at R; when P DQ D R, it says that P is a point of
inflction.

Perfect base fields

Throughout this section, k is a perfect field, for example, a field of characteristic zero or a
finite field. All curves are required to be geometrically irreducible.

AFFINE CURVES

Let C D Cf be a nonsingular affine plane curve over k. We define

kŒC �D kŒX;Y �=.f /D kŒx;y�;

and call it the ring of regular functions on C . We can no longer identify kŒC � with a ring
of functions on C.k/ because, for example, C.k/ may be empty. However, every g in kŒC �
defines a function C.K/!K for each field K � k, and kŒC � can be identified with the ring
of families of such functions, compatible with inclusions K � L, defined by polynomials
in the coordinate functions x and y. In other words, a curve C defines a functor from the
category of fields containing k to sets, and the regular functions are the maps of functors
C ! A1 expressible as polynomials in the coordinate functions. A rational function on C
is an element of the field of fractions k.C /D k.x;y/ of kŒC �.

A prime divisor on C is a nonzero prime ideal p in kŒC �, and the group of divisors
Div.C / is the free abelian group on the set of prime divisors. When k is algebraically closed,
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the Nullstellensatz shows that the prime ideals in kŒC � are the ideals .x�a;y � b/ with
.a;b/ 2 C.k/, and so, in this case, the definition agrees with that in the preceding section.
The degree of a prime divisor p is defined to be the dimension of kŒC �=p as a k-vector space,
and

deg.
P

pnpp/D
P

pnp deg.p/:

For a prime divisor p, the localization of kŒC � at p,

kŒC �p D fg=h 2 k.C / j g;h 2 kŒC �, h … pg,

is a discrete valuation ring, i.e., a principal ideal domain with exactly one prime element tp
up to associates (cf. Fulton 1969, �3.2). For h 2 k.C /�, define ordp.h/ by the equation

hD h0t
ordp.h/
p ; h0 2 kŒC �

�
p :

Then each h 2 k.C /� defines a divisor

div.h/D
P

p ordp.h/ �p:

PROJECTIVE CURVES

Let C D CF be a nonsingular projective plane curve over k. We let

kŒx;y;z�D kŒX;Y;Z�=.F.X;Y;Z//

It is an integral domain, and remains so when tensored with any field K � k (because C
is geometrically irreducible). It is graded, kŒx;y;z�D

L
d kŒx;y;z�d , and, as before, we

define

k.C /D k.x;y;z/0

D fg=h 2 k.x;y;z/ j g;h 2 kŒx;y;z�d , for some dg :

It is a subfield of k.x;y;z/, and its elements are called the rational functions on C .
Write C as a union of affine curves

C D C0[C1[C2

in the usual way. As before, there are natural identifications of k.C / with k.Ci / for each
i . Every prime divisor p on one of the Ci defines a discrete valuation ring in k.C /, and the
discrete valuation rings that arise in this way are exactly those containing k and having k.C /
as their field of fractions. We define a prime divisor on C to be such a discrete valuation ring.
We shall use p to denote a prime divisor on C , with Op the corresponding discrete valuation
ring and ordp the corresponding valuation on k.C /�. The group of divisors on C is the free
abelian group generated by the prime divisors on C . The degree of a prime divisor p is the
dimension of the residue field of Op as a k-vector space, and deg.

P
npp/D

P
np deg.p/.

Every h 2 k.C /� defines a divisor

div.h/D
X
p

ordp.h/p;

which has degree zero, and is said to be principal.
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EXAMPLE 4.12 Consider the elliptic curve

E W Y 2Z DX3CaXZ2CbZ3; a;b 2 k; �¤ 0;

over k. Write E2 for the affine curve

Y 2 DX3CaXCb

and kŒx;y� for the ring of regular functions on E2. A divisor on E is a finite sum

D D
X

npp

in which np 2 Z and p either corresponds to a nonzero prime ideal in kŒx;y� or is another
symbol p1 (the “prime divisor corresponding to the point at infinity”). The degree of p is
the degree of the field extension ŒkŒx;y�=p W k� if p¤ p1, and is 1 if pD p1.

THE RIEMANN–ROCH THEOREM

Let C be a nonsingular projective plane curve over k. For a divisor D on C , we define
L.D/D f' j div.'/CD � 0g[f0g, as before, and we let `.D/ denote its dimension as a k-
vector space. There is a “canonical” divisor KC on C , well defined up to linear equivalence,
which equals the divisor of any differential one-form on C . The Riemann–Roch theorem
states the following.

THEOREM 4.13 (RIEMANN–ROCH) For any divisor D on C ,

`.D/D deg.D/C1�gC`.KC �D/

whereKC is a canonical divisor; moreover,KC has degree 2g�2, and so `.D/D deg.D/C
1�g if deg.D/ > 2g�2.

The usual proofs of the Riemann–Roch theorem apply over arbitrary fields. As an
alternative, we sketch a deduction of Theorem 4.13 from the same theorem over kal. Fix an
algebraic closure kal and let NC denote C regarded as a curve over kal. The Galois group
� D Gal.kal=k/ acts on C.kal/D NC.kal/ with finite orbits because each P 2 C.kal/ has
coordinates in some finite extension of k.

Let Ci be one of the standard affine pieces of C , and let p be a prime divisor on Ci . To
give a k-homomorphism kŒCi �D kŒx;y�! kal amounts to giving an element of Ci .kal/,
and the homomorphisms whose kernel contains p correspond to the points in a single � -orbit
in C.kal/. In this way, we obtain a bijection from the set of prime divisors on C to the set of
� -orbits in C.kal/. Thus, we have a injective homomorphism

D 7! NDWDiv.C /! Div. NC/

whose image consists of the divisors
P
nPP such that nP is constant on each � -orbit. The

map preserves principal divisors, the degrees of divisors, and the dimensions ` (because the
condition for a function to lie in L.D/ is linear). It follows that C and NC have the same
genus, and that the Riemann–Roch theorem for NC implies it for C .
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PICARD GROUPS

Let C be a nonsingular projective plane curve over k, and let NC denote C regarded as a
curve over kal. Then � acts Pic. NC/, and we define

Pic.C /D Pic. NC/� ; Pic0.C /D Pic0. NC/� .

Let C be a curve of genus 1 over k, and let O 2 C.k/. We know (4.10) that the map

P 7! ŒP �� ŒO� W C.kal/! Pic0. NC/

is a bijection. Because O 2 C.k/, this bijection commutes with the action of � , and so it
defines a bijection C.kal/� ! Pic0. NC/� , i.e.,

C.k/
'
�! Pic0.C /: (8)

This is an isomorphism of abelian groups (because it is for kal).

REMARK 4.14 The map from divisor classes on C to Pic.C / is injective, but it need not be
surjective, i.e., not every element of Pic.C / need be represented by an element of Div.C /,
unless k has trivial Brauer group, for example, if k is finite (see IV, 1.10).

Regular maps of curves

Throughout this section, k is a perfect field. All curves are required to be geometrically
irreducible. By an open subset of a curve, we mean the complement of a finite set of points.

AFFINE PLANE CURVES

A regular map 'WCg1
! Cg2

of affine plane curves is a pair .f1;f2/ of regular functions
on Cg1

sending Cg1
.K/ into Cg2

.K/ for all fields K containing k, i.e., such that, for all
K � k,

P 2 Cg1
.K/ H) .f1.P /;f2.P // 2 Cg2

.K/:

Thus a regular map defines a map Cg1
.K/! Cg2

.K/, functorial in K, and this functorial
map determines the pair .f1;f2/.

LEMMA 4.15 Let .f1;f2/ be a pair of regular functions on Cg1
. The map

P 7! .f1.P /;f2.P //WCg1
.K/! A2.K/

takes values in Cg2
.K/ for all fields K � k if and only if g2.f1;f2/D 0 (in kŒCg1

�).

PROOF. If g2.f1;f2/D 0, then g2.f1.P /;f2.P //D 0 for all P 2 Cg1
.K/ and so

.f1.P /;f2.P // 2 Cg2
.K/:

Conversely, if, for all P 2 Cg1
.kal/, .f1.P /;f2.P // 2 Cg2

.kal/, then g2.f1;f2/ is the zero
function on Cg1

. 2

PROPOSITION 4.16 Let Cg1
and Cg2

be geometrically irreducible affine plane curves over
k. There are natural one-to-one correspondences between the following objects:

(a) regular maps 'WCg1
! Cg2

;
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(b) pairs .f1;f2/ of regular functions on Cg1
such that g2.f1;f2/D 0 (in kŒCg1

�);

(c) functorial maps ' .K/ WCg1
.K/! Cg2

.K/ such that x ı'.K/ and y ı'.K/ are regu-
lar functions on Cg1

;

(d) homomorphisms of k-algebras kŒCg2
�! kŒCg1

�.

PROOF. The lemma shows that the pair .f1;f2/ defining ' in (a) satisfies the condition in
(b). Moreover, it shows that the pair defines functorial map P 7! .f1.P /;f2.P // as in (c).
Conversely, the regular functions f1

def
D x ı' and f2D y ı' in (c) satisfy the condition in (b).

Finally, write kŒCg2
�D kŒx;y�. A homomorphism kŒCg2

�! kŒCg1
� is determined by the

images f1;f2 of x;y, which can be any regular functions on Cg1
such that g2.f1;f2/D 0.2

PROJECTIVE PLANE CURVES

Consider polynomials F0.X;Y;Z/;F1.X;Y;Z/, F2.X;Y;Z/ of the same degree. The map

.a0Wa1Wa2/ 7! .F0.a0;a1;a2/WF1.a0;a1;a2/WF2.a0;a1;a2//

defines a regular map to P2 on the subset of P2 where not all Fi vanish. Its restriction to any
curve in P2 will also be regular where it is defined. It may be possible to extend the map to a
larger set by representing it by different polynomials. Conversely, every regular map to P2
from an open subset of P2 arises in this way, at least “locally”. Rather than give a precise
definition, we give an example, and then state the criterion we shall use.

EXAMPLE 4.17 We prove that the circle X2CY 2 DZ2 over C is isomorphic to P1. This
equation can be rewritten .XC iY /.X � iY /DZ2, and so, after a change of variables, it
becomes C WXZ D Y 2. Define

'WP1! C , .aWb/ 7! .a2WabWb2/:

For the inverse, define

 WC ! P1 by
�
.aWbWc/ 7! .aWb/ if a¤ 0
.aWbWc/ 7! .bWc/ if b ¤ 0

:

Note that,

a¤ 0¤ b; ac D b2 H)
c

b
D
b

a

and so the two maps agree on the set where they are both defined. Both ' and  are regular,
and they define inverse maps on the sets of points.

Let LD aXCbY C cZ be a nonzero linear form. The map

.xWyWz/! .x=L.x;y;z/;y=L.x;y;z/;z=L.x;y;z//

is a bijection from the subset of P2 where L¤ 0 onto the plane LD 1 in A3. This last can
be identified with A2 — for example, if c ¤ 0, the projection .x;y;z/ 7! .x;y/WA3! A2
maps the plane LD 1 bijectively onto A2. Therefore, for every curve C � P2 not contained
in the plane LD 0, CL

def
D C \fP jL.P /¤ 0g is an affine plane curve. Note that, if LDZ,

then CL D C2:
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PROPOSITION 4.18 Let C and C 0 be nonsingular projective plane curves over k. A regular
map C ! C 0 defines homomorphism k.C 0/! k.C / of fields which acts as the identity on
k, and every such homomorphism arises from a unique regular map C ! C 0, i.e.,

Hom.C;C 0/' Homk.k.C
0/;k.C //:

PROOF. See Fulton 1969, �7.5, Cor. to Theorem 3, 2

REMARK 4.19 Let C and C 0 be as in the proposition, and let U � C and U 0 � C 0 be affine
curves. Every regular map U ! U 0 extends uniquely to a regular map C ! C 0 (because
it defines a k-homomorphism k.C 0/ ' k.U 0/! k.U / ' k.C /). The graph of the map
C ! C 0 is the closure of the graph of the map U ! U 0.

This statement also holds for singular curves provided all the singularities are contained
in U and U 0.

EXAMPLE 4.20 Write

E.a;b/ W Y 2Z DX3CaXZ2CbZ3

E.a;b/aff
W Y 2 DX3CaXCb:

Every regular map 'affWE.a;b/aff!E.a0;b0/aff extends uniquely to a regular map 'WE.a;b/!
E.a0;b0/. The curve E.a;b/ has exactly one point at infinity, namely, .0W1W0/, which is the
third point of intersection of E.a;b/ with any “vertical line” X D cZ. If 'aff sends vertical
lines (lines X D c) to vertical lines, then ' must send the point at infinity on E.a;b/ to the
point at infinity on E.a0;b0/.

DEFINITION 4.21 Let 'WC ! C 0 be a regular map of curves over k.

(a) The map ' is constant if, for all fields K � k, the image of '.K/ is a single point

(b) The map ' is dominant if the image of '.kal/ omits only finitely many points of
C 0.kal/.

(c) The map ' is surjective if '.kal/ is surjective.

EXAMPLE 4.22 Let C D A1Xf0g.
(a) The regular map x 7! xWC ! A1 is dominant, but not surjective.

(b) For n 2 Z, the regular map x 7! xnWC ! C is constant if n D 0 and surjective
otherwise (even though x 7! xnWk�! k� need not be surjective).

PROPOSITION 4.23 (a) A regular map of plane curves is either dominant or constant.
(b) A dominant regular map of projective plane curves is surjective.

PROOF. (a) Omitted.
(b) See Fulton 1969, �8.3, Problem 8-18. 2

Let C and C 0 be curves over k. A dominant regular map 'WC ! C 0 defines (by
composition) a homomorphism k.C 0/ ,! k.C /. The degree of ' is defined to the degree of
k.C / over the image of k.C 0/.

PROPOSITION 4.24 Let 'WC ! C 0 be a nonconstant map of plane curves.
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(a) If the extension k.C /='.k.C 0// is separable of degree n, then

'.kal/WC.kal/! C 0.kal/

is nW1 outside a finite set.

(b) The field extension k.C /='.k.C 0// is separable if, at some point, the map on tangent
lines is an isomorphism.

(c) If the degree of ' is 1, and C and C 0 are nonsingular projective curves, then ' is an
isomorphism.

PROOF. (a) See Fulton 1969, �8.6, Problem 8.36.
(b) Omitted.
(c) If 'WC ! C 0 induces an isomorphism '�Wk.C 0/! k(C), then the inverse of '�

arises from an regular map C 0! C inverse to ' (apply 4.18). 2

EXAMPLE 4.25 Consider the map .x;y/ 7! xWEaff.k/! A1.k/, where Eaff is the curve

Eaff
W Y 2 DX3CaXCb:

The map on the rings of regular functions is

X 7! xWkŒX�! kŒx;y�
def
D kŒX;Y �=.Y 2�X3�aX �b/:

Clearly k.x;y/D k.x/Œ
p
x3CaxCb�, and so the map has degree 2. If char.k/¤ 2, then

the field extension is separable, and the map on points is 2W1 except over the roots of
X3CaXCb,

If char.k/D 2, then the field extension is purely inseparable, and the map is 1W1 on points.

REMARK 4.26 A surjective regular map 'WC ! C 0 of nonsingular projective curves, de-
fines, in a natural way, a homomorphism '�WDiv.C 0/! Div.C /. This multiplies the degree
of a divisor by deg.'/. In other words, when one counts multiplicities, '�1.P / has deg.'/
points for all P 2 C 0.kal/.

5 Defining algebraic curves over subfields

Let ˝ � k be fields. A curve C over k is defined by polynomial equations with coefficients
in k, and these same equations define a curve C˝ over ˝. In this section, we examine the
functor C  C˝ . This functor is faithful (the map on Hom sets is injective) but, in general,
it is neither full (the map on Homs is not onto) nor essentially surjective (a curve over ˝
need not be isomorphic to a curve of the form C˝).

EXAMPLE 5.1 (a) The curves

X2CY 2 D 1; X2CY 2 D�1;

are not isomorphic over R (the second has no real points) but become isomorphic over C by
the map .x;y/ 7! .ix; iy/.

(b) An elliptic curve E over ˝ with j -invariant j.E/ (see II, 2.1 below) arises from an
elliptic curve over k if and only if j.E/ 2 k.
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Let � D Aut.˝=k/. We assume that ˝� D k. This is true, for example, if ˝ is Galois
over k or if ˝ is algebraically closed and k is perfect (FT, 9.29).

Let C be a curve over ˝. When we apply an element � 2 � to the coefficients of the
equations defining C , we obtain a curve �C over ˝. A descent system on C is a family
.'� /�2� of isomorphisms '� W�C ! C satisfying the cocycle condition,

'� ı .�'� /D '�� for all �;� 2 �:

The pairs consisting of a curve over ˝ and a descent system can be made into a category
by defining a morphism .C;.'� /� /! .C 0; .'0� /� / to be a regular map ˛WC ! C 0 such that
˛ ı'� D '

0
� ı�˛ for all � 2 � . For a curve C over k, C˝ has a canonical descent system,

because �.C˝/D C˝ , and so we can take '� D id.
Let C be a curve over ˝. A model of C over k is a curve C0 over k together with an

isomorphism 'WC ! C0˝ . Such a model .C0;'/ is said to split a descent system .'� /�2�
on C if '� D '�1 ı�' for all � 2 � . A descent system is effective if it is split by some
model over k.

PROPOSITION 5.2 The functor sending a curve C over k to C˝ endowed with its canonical
descent system is fully faithful and its essential image consists of the pairs .C;.'� // with
.'� /�2� effective.

PROOF. Left as an exercise. 2

Let .'� / be a descent system on C . For P 2 C.˝/, define

�P D '� .�P /:

Then
��P D '�� .��P /D .'� ı�'� /.��P /D '� .�.

�P //D �.�P /,

and so .�;P / 7! �P is an action of � on C.˝/. Conversely, an action .�;P / 7! �P

of � on C.˝/ arises from a descent system if and only if, for every � 2 � , the map
�P 7! �P W.�C /.˝/! C.˝/ is regular; the action is then said to be regular.

A finite set S of points in C.˝/ is said to rigidify C if no automorphism of C fixes
every point in S except the identity map.

PROPOSITION 5.3 A descent system .'� / on C is effective if there exists a finite set S of
points rigidifying C and a subfield K of ˝, finitely generated over k, such that �P D P for
every P 2 S and every � fixing K.

PROOF. See Milne 1999, 1.2. 2

REMARK 5.4 Let C be a nonsingular projective curve over an algebraically closed field.
If C has genus zero, then it is isomorphic to P1. The automorphisms of P1 are the linear

fractional transformations, and so any three distinct points rigidify P1.
If C has genus one, then it has only finitely many automorphisms fixing a given point

O on C (see II, �2; IV, 7.13, 7.14). For each automorphism ˛ ¤ id, choose a P such that
˛.P /¤ P . Then O and the points P rigidify C .

If C has genus greater than one, then it has only finitely many automorphisms (see, for
example, Hartshorne 1977, IV, Exercise 5.2, when the field has characteristic zero). Thus, C
is rigidified by some finite set.
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Recall (FT, �9) that � has a natural topology under which the open subgroups of �
correspond to the subfields of ˝ that are finitely generated over k. An action of � on C.˝/
is continuous if and only if the stabilizer of each P 2 C.˝/ is open.

PROPOSITION 5.5 Assume ˝ is algebraically closed. The functor sending a nonsingular
projective curve C over k to C˝ endowed with the natural action of � on C.˝/ is fully
faithful, with essential image the nonsingular projective curves endowed with a continuous
regular action of � .

PROOF. Because˝ is algebraically closed, to give a descent system on a curve C 0 over˝ is
the same as giving a regular action of � on C 0.˝/. Moreover, a regular map of curves with
descent systems will preserve the descent systems if and only if it commutes with the actions.
According to 5.4, C 0 is rigidified by a finite set S , and because the action is continuous the
condition in 5.3 holds. Thus the statement follows from the preceding propositions. 2

6 General algebraic curves

We saw in Remark 4.8 that not all algebraic curves can be realized as nonsingular plane
curves. In this section, we define more general algebraic curves. These will be needed
mainly in Chapter V. Throughout, the field k is perfect.

Affine algebraic curves

An ideal a in a ring R is radical if R=a has no nilpotent elements, and it is prime if R=a is
an integral domain. For example, the ideal .f / in kŒX;Y � is radical if and only if f has no
multiple factors, and it is prime if and only if f is irreducible. An ideal aD .f1; : : : ;fr/ in
kŒX1; : : : ;Xn� defines an ideal in kalŒX1; : : : ;Xn� with the same generators.

The affine n-space over k is An.k/D kn. An ideal a in kŒX1; : : : ;Xn�, assumed to be
radical and remain radical in kalŒX1; : : : ;Xn�; defines an affine algebraic variety Va over
k whose points in any field K � k are its zeros, i.e., Va.K/ is the set of .x1; : : : ;xn/ 2Kn

such that f .x1; : : : ;xn/D 0 for all f 2 a (equivalently, for all f in a set of generators for a).
The variety Va is irreducible if a is prime, and geometrically irreducible if a remains

prime in kalŒX1; : : : ;Xn�. A radical ideal a can be written as a finite intersection a D
p1\� � �\pr of prime ideals, and then

Va.K/D Vp1
.K/[� � �[Vpr

.K/; K � k;

with each Vpi
irreducible. The varieties Vpi

are called the (irreducible) components of Va.
The dimension of an irreducible variety Vp is zero if Vp.kal/ consists of a single point. It is

one, and the variety is called a curve, if its maximal proper closed subvarieties have dimension
zero. Inductively, the dimension of Vp is m if its maximal proper closed subvarieties have
dimension m�1.

Let P D .a1; : : : ;an/ 2 Vp.K/. The tangent space TP .Va/ to Va at P is the linear
subspace (centred at P ) defined by the equationsX�

@f

@Xi

�
P

.Xi �ai /D 0

where f runs over the elements of a (equivalently, over a set of generators for a). Then
dimK.TP .Va//� dimV , with equality if P nonsingular.
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Projective algebraic curves

An ideal a in kŒX0; : : : ;Xn� is homogeneous if, with each f , it contains the homogeneous
components of f . A projective algebraic variety in Pn is defined by a homogeneous ideal
a in kŒX0; : : : ;Xn�. Each projective algebraic variety in Pn is, in a natural way, a union of
nC1 affine algebraic varieties. The definitions and statements in Section �4 carry over in an
obvious way to projective algebraic curves. For example, the Riemann–Roch theorem holds
for all nonsingular projective algebraic curves, and Propositions 4.18, 4.23, 4.24 hold with
“plane” omitted. It is not necessary to assume that the curves in �5 are plane.

Nonsingular projective curves, plane curves, and function fields

PROPOSITION 6.1 Let Cf be an irreducible affine plane curve over k. The field k.Cf / is
finitely generated of transcendence degree 1 over k, and every such field arises from a curve.
The curve Cf is geometrically irreducible if and only if k is algebraically closed in k(Cf /.

PROOF. By definition, k.Cf / is the field of fractions of kŒX:Y �=.f /, and so it is obviously
finitely generated of transcendence degree 1. Conversely, let F be finitely generated of
transcendence degree 1 over k. By definition, this means that F is a finite extension of
k.X/ for some transcendental X in F . Using that k is perfect, one shows that X can be
chosen so that F is a separable extension of k.X/, and so F D k.X/.y/ for some y. Let
f .X;Y / 2 k.X/ŒY � be the minimum polynomial of y over k.X/. After multiplying f by a
power of X , we may suppose that it lies in kŒX:Y �. Now F D k.Cf /.

Let k0 be the algebraic closure of k in k.Cf /. Then

kal
˝k k

0
� kal

˝k kŒX;Y �=.f /' k
alŒX;Y Œ=.f /;

and so kalŒX;Y �=.f / is not an integral domain if k0¤ k. We omit the proof of the converse.2

DEFINITION 6.2 A function field (in one variable) over k, is a field F containing k and
such that

(a) k is algebraically closed in F ;

(b) F is finitely generated (of transendence degree 1) over k.
Thus, the functor C  k.C / from irreducible affine algebraic curves over k to function

fields in one variable over k is essentially surjective.

THEOREM 6.3 The functor C  k.C / is a contravariant equivalence from the category of
geometrically irreducible nonsingular projective curves over k to the category of function
fields in one variable over k.

PROOF. In particular, when we allow nonsingular projective curves other than plane curves,
then the functor C  k.C / becomes essentially surjective (cf. 4.18). Let F be a function
field in one variable over k. From Proposition 6.1, we know that F D k.C / for C an affine
curve over k. The next theorem allows us to replace C with a nonsingular projective curve.2

THEOREM 6.4 Let C be a projective plane curve over a perfect field k. There exists a
nonsingular projective curve C 0 over k and a surjective morphism 'WC 0! C such that

(a) the homomorphism k.C /! k.C 0/ defined by ' is an isomorphism;

(b) '.kal/WC 0.kal/! C.kal/ restricts to a bijection U 0 ! U , where U is the set of
nonsingular points in C.kal/ and U 0 is its inverse image in C 0.kal/.
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If '0WC 00! C is a second such curve and morphism, then there is a unique isomorphism
 WC 0! C 00 such that '0 ı D '. Every nonsingular projective curve over k arises in this
way.

PROOF. See Lorenzini 1996 or Fulton 1969, Chap. 7. 2

ASIDE 6.5 For any nonsingular projective curve C , there exists a regular map 'WC ! C 0 from C

onto a plane projective curve C 0 such that ' is an isomorphism outside a finite set and C 0 has only
ordinary multiple points as singularities (Fulton 1969, Chap. 7). The genus of C is given by

g.C /D
.degC 0�1/.degC 0�2/

2
�

X
P2C.k/

mP .C
0/.mP .C

0/�1/

2
;

where mP .C 0/ is the multiplicity of P on C 0 (ibid., Chap. 8, �3).

ASIDE 6.6 Theorem 6.3 shows that the study of nonsingular projective curves is essentially equiv-
alent to that of function fields in one variable. This observation, which goes back to Dedekind
and Weber 1882 in the complex case,6 allows one to study algebraic curves by the methods of
algebraic number theory, and makes the subject quite elementary. It was the approach used by the
German school from Dedekind and Weber in the 1880s to Deuring and Hasse in the 1950s. Although
elementary, this approach misses the geometry, and works well only in dimension one.

6They used algebraic methods to give rigorous proofa of statements about Riemann surfaces that had only
previously been proved, in a nonrigorous way, using analysis and topology.





Chapter II

Basic Theory of Elliptic Curves

1 Definition of an elliptic curve

DEFINITION 1.1 An elliptic curve over k can be defined, according to taste, as
(a) a nonsingular projective plane curve E over k of degree 3 together with a point

O 2E.k/;

(b) same as (a) except that O is required to be a point of inflection;

(c) a nonsingular projective plane curve over k of the form

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3
I (9)

(d) a nonsingular complete curve E over k of genus 1 together with a point O 2E.k/.

(a)!(d). Let E be as in (a). Then E has genus 1 by formula (6), p. 32.
(d)!(c). Let .E;O/ be as in (d). We shall see (p. 47) that the Riemann–Roch theorem

implies that the k-vector space L.3O/ has a basis 1;x;y such that the map

P 7! .x.P /Wy.P /W1/WEXfOg ! P2

defines an isomorphism from E onto the curve (9) sending O to .0W1W0/.
(b)$(c). Let .E;O/ be as in (b). We shall show (Proposition 1.2) that a linear change

of variables will carry E into the form (c) and O into the point .0W1W0/. Conversely, let E
be as in (c); then O D .0W1W0/ 2E.k/ and is a point of inflection (I, 1.20).

(b)!(a). Obvious.
On combining these statements, we see that a curve E as in (a) can be embedded in P2 in

such a way that O becomes a point of inflection. We also give a direct proof of this (p. 47).
For definiteness, we adopt (d) as our definition.

Transforming a cubic equation into standard form

PROPOSITION 1.2 Let C be a nonsingular cubic projective plane curve over k, and let O
be a point of inflection in C.k/.

(a) After an invertible linear change of variables with coefficients in k, the point O will
have coordinates .0W1W0/ and the tangent to C at O will be the line Z D 0.

(b) If O D .0W1W0/ and the tangent to C at O is the line Z D 0, then the equation of C
has the form (9).

45
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PROOF. We first prove (a). Let .aWbWc/ 2 P2.k/, and assume that b ¤ 0. The regular map

.xWyWz/ 7! .bx�ayWbyWbz� cy/WP2! P2

sends .aWbWc/ to .0Wb2W0/D .0W1W0/ and is an isomorphism (it has an inverse of a similar
form). If b D 0, but c ¤ 0, say, we first interchange the y and z coordinates. Thus, we may
suppose that O D .0 W 1 W 0/:

Let
L W aXCbY C cZ D 0; a;b;c 2 k;

be the tangent line at .0W1W0/. Let AD .aij / be any invertible 3�3 matrix whose first two
columns are orthogonal to .a;b;c/, and define a change of variables by

A

0@X 0Y 0
Z0

1AD
0@XY
Z

1A :
With respect to the variables X 0;Y 0;Z0, the equation of the line L becomes

0D .a;b;c/

0@XY
Z

1AD .a;b;c/A
0@X 0Y 0
Z0

1AD .0;0;d/
0@X 0Y 0
Z0

1AD dZ0:
Moreover, d ¤ 0, and so we may take the equation of the line to be Z0 D 0. This completes
the proof of (a).

Now assume that C and O satisfy the conditions in (b). The general cubic form is

c1X
3
C c2X

2YCc3X
2ZC c4XY

2
C c5XYZC c6XZ

2
C

c7Y
3
C c8Y

2ZC c9YZ
2
C c10Z

3:

Let F.X;Y;Z/ be the polynomial defining C . Because C is nonsingular, F is geometrically
irreducible (I, 1.21).

Because O D .0W1W0/ 2 C.k/, c7 D 0 .
Recall that U1D f.xWyWz/ j y¤ 0g and that we identify U1 with A2 by .xW1Wz/$ .x;z/.

Moreover C \U1 is the affine curve defined by F.X;1;Z/,

c1X
3
C c2X

2
C c3X

2ZC c4XC c5XZC c6XZ
2
C c8ZC c9Z

2
C c10Z

3:

The tangent at .0W1W0/$ .0;0/ is the line

c4XC c8Z D 0:

Because this equals the line Z D 0, c4 D 0 . As C is nonsingular, c8 ¤ 0 .
Let L denote the line Z D 0. The intersection number

I.O;L\C/D I.Z;F.X;1;Z//
1.8d
D I.Z;c1X

3
C c2X

2/:

Because O is a point of inflection, I.O;L\C/� 3, and so c2 D 0 .
On combining the boxed statements, we find that our cubic form has become

c1X
3
C c3X

2ZC c5XYZC c6XZ
2
C c8Y

2ZC c9YZ
2
C c10Z

3; c8 ¤ 0:

Moreover, c1¤ 0 because otherwise the polynomial is divisible byZ. After dividing through
by c1 and replacing Z with �c1Z=c8, we obtain an equation of the form (9). 2
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Projective embedding of a curve of genus 1 with a rational point.

LetE be a complete nonsingular curve of genus 1 over a field k and letO 2E.k/. According
to the Riemann–Roch theorem (I, 4.13), the rational functions on E having no poles except
at O and at worst a pole of order m � 1 at O , form a vector space of dimension m over
k, i.e., L.mŒO�/ has dimension m for m� 1. The constant functions lie in L.ŒO�/, and so
f1g is a basis for L.ŒO�/. Choose x so that f1;xg is a basis for L.2ŒO�/, and then y so that
f1;x;yg is a basis for L.3ŒO�/. The set f1;x;y;x2g is linearly independent, hence a basis
for L.4ŒO�/, because otherwise x2 would be a linear combination of 1;x;y and could not
have a quadruple pole at O . Similarly, f1;x;y;x2;xyg is a basis for L.5ŒO�/.

The subset f1;x;y;x2;xy;x3;y2g of L.6ŒO�/ contains seven elements, and so it must
be linearly dependent, say,

a0y
2
Ca1xyCa3y D a

0
0x
3
Ca2x

2
Ca4xCa6; ai 2 k;

as regular functions on E XfOg. Both a0 and a00 are nonzero because the set with either
x3 or y2 omitted is linearly independent, and so, after replacing y with a0y=a00 and x with
a0x=a

0
0 and multiplying through by a020 =a

3
0, we can suppose that both equal 1. The map

P 7! .x.P /;y.P // sends EXfOg onto the affine plane curve

C W Y 2Ca1XY Ca3Y DX
3
Ca2X

2
Ca4XCa6:

The function x has a double pole at O and no other pole, and so it has only two zeros.
Similarly, xCc has two zeros for every c 2 k (counting multiplicities), and so the composite
of the maps

EXfOg ! C ! A1; P 7! .x.P /;y.P // 7! x.P /;

has degree 2 (see I, 4.24, 4.26). Similarly, the composite of the maps

EXfOg ! C ! A1; P 7! .x.P /;y.P // 7! y.P /

has degree 3. Therefore the degree of

P 7! .x.P /;y.P //WEXfOg ! C

divides both 2 and 3, and so equals 1, i.e., k.C / ' k.E/. If C were singular, then its
associated nonsingular curveE would have genus 0, contradicting our assumption. Therefore
C is nonsingular, and so the map is an isomorphism, and it extends to an isomorphism of E
onto

NC W Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3

(see I, 4.24c).

Transforming a point to a point of inflection

Let C be a nonsingular projective plane cubic curve over k, and let O 2 C.k/. Write

C W F1.X;Y /Z
2
CF2.X;Y /ZCF3.X;Y /D 0;

where Fi .X;Y / is homogeneous of degree i , and let C aff D C \fZ ¤ 0g, so that

C aff
WF1.X;Y /CF2.X;Y /CF3.X;Y /D 0.
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As we wish to transform O into a point of inflection, we may suppose that it is not already
one. Therefore, the tangent to C at O meets C in a point P ¤O . After a linear change of
variables, we may suppose that P;O 2 C aff.k/, that P D .0W0W1/, and that O D .0WyW1/,
y ¤ 0. Then

F1.0;1/Y CF2.0;1/Y
2
CF3.0;1/Y

3
D 0;

has Y D 0 as a root and Y D y as a double root, and so

F2.0;1/
2
�4F1.0;1/F3.0;1/D 0: (10)

The line Y D tX intersects C aff at the points whose x-coordinates satisfy

xF1.1; t/Cx
2F2.1; t/Cx

3F3.1; t/D 0:

The solution x D 0 gives the origin, and so

F1.1; t/CxF2.1; t/Cx
2F3.1; t/D 0

gives a relation between the functions P 7! x.P / and P 7! t .P /D y.P /
x.P /

on C affXf.0;0/g.
Let s D 2F3.1; t/xCF2.1; t/. On exanding s2 and using that

F1.1; t/F3.1; t/CxF2.1; t/F3.1; t/Cx
2F3.1; t/

2
D 0;

we find that
s2 DG.t/; G.t/D F2.1; t/

2
�4F1.1; t/F3.1; t/:

Now �
s 7! 2F3.1;y=x/xCF2.1;y=x/

t 7! y=x

defines a homomorphism kŒs; t �! kŒx;y�Œx�1�, and hence a regular map C affXfOg !E,
where E is the affine curve s2 D G.t/ (see I, 4.16). The polynomial G.t/ has degree
3 because of (10), and the map C aff X fOg ! E defines an isomorphism of C onto the
projective closure of E sending O to .0W1W0/ (see I, 4.19).

NOTES The above argument was found by Nagell (1928–29). Cassels (1991, p. 34) notes that while
“older geometrical techniques (adjoint curves etc.) had shown that every elliptic curve is birationally
equivalent to a cubic, Nagell was the first to show that it can be reduced to the canonical form.”

ASIDE 1.3 The Hessian of a projective plane curve CF is

H.X;Y;Z/D

ˇ̌̌̌
ˇ̌̌ @2F

@X2
@2F

@X@Y
@2F

@X@Z

@2F
@X@Y

@2F

@Y 2
@2F

@Y @Z

@2F
@X@Z

@2F
@Y @Z

@2F

@Z2

ˇ̌̌̌
ˇ̌̌ :

Assume that char.k/¤ 2. A nonsingular point P D .aWbWc/ on the curve CF is a point of inflection
if and only if H.a;b;c/D 0, in which case I.P;CF \H/D 1 if and only if the point of inflection
is ordinary (Fulton 1969, �5.3, Theorem). If F has degree d , then H has degree 3.d �2/, and so a
nonsingular cubic has 9 points of inflection in kal by Bezout’s theorem. Unfortunately, it might have
no point of inflection with coordinates in k. An invertible linear change of variables will not change
this (it will only multiply the Hessian by a nonzero constant). This explains why a nonlinear change
of variables was needed in the above argument.

ASIDE 1.4 An equation Y 2 D f .X/, degf D 4, defines a singular curve whose associated nonsin-
gular curve has genus 1, and so is an elliptic curve if it has a rational point. Similarly, an intersection
of two quadric surfaces defines an elliptic curve if it has a rational point. See Cassels 1991, p. 35.
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Isogenies

Let .E;O/ and .E 0;O 0/ be elliptic curves over k. An isogeny from E to E 0 is a nonconstant
regular map 'WE!E 0 such that '.O/D '.O 0/: Then '.kal/WE.kal/!E 0.kal/ is surjective
(4.23).

PROPOSITION 1.5 If 'W.E;O/! .E 0;O 0/ is an isogeny, then the map '.kal/WE.kal/!

E 0.kal/ is a homomorphism of groups.

PROOF. We may suppose that k is algebraically closed. Then ' defines a homomorphism

'�WDiv.E/! Div.E 0/;
X

nP ŒP � 7!
X

nP Œ'.P /�;

which obviously preserves degrees. It also preserves principal divisors (specifically, '�.div.f //D
div.f�/ where f� is the norm of f from k.E/ to '�k.E 0/; see ANT 4.1(c)), and so it passes
to the Pic groups. We have a commutative diagram

E.k/ Pic0.E/

E 0.k/ Pic0.E 0/:

P 7!ŒP ��ŒO�

'.k/ '�

P 7!ŒP ��ŒO 0�

As the horizontal maps are isomorphisms and all the maps except possibly '.k/ are homo-
morphisms, '.k/ must also be a homomorphism. 2

1.6 The proposition implies that the diagram of regular maps

E �E E

E 0�E 0 E 0

C

'�' '

C

commutes. Therefore, '.K/WE.K/!E 0.K/ is a homomorphism of groups for all fields K
containing k.

1.7 Let 'WE! E 0 and '0WE! E 00 be isogenies. If Ker.'/� Ker.'0/, then there exists
an isogeny  WE 0! E 00 such that  ı' D '0. When the degrees of ' and '0 are prime to
char.k/, the hypothesis means that Ker.'.kal//� Ker.'0.kal//; otherwise it is a condition
on the group-scheme kernels.

1.8 Elliptic curves E and E 0 are said to be isogenous if there exists an isogeny E!E 0.
Isogeny is an equivalence relation. It is reflexive because the identity map is an isogeny, and
it is transitive because a composite of isogenies is an isogeny. Let 'WE!E 0 be an isogeny.
The kernel of ' is finite, and so it is contained in En

def
D Ker.E

n
�!E/ for some n. Now the

isogeny nWE!E factors into a composite of isogenies

E
'
�!E 0

'0

�!E.

2 The Weierstrass equation for an elliptic curve

In this section, we list many of the equations describing an elliptic curve and its structure.
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Characteristic¤ 2;3

Let E be an elliptic curve over k, described by an equation (9). When k has characteristic
¤ 2;3, a change of variables

X 0 DX; Y 0 D Y C
a1

2
X; Z0 DZ

will eliminate the XYZ term in (9), and a change of variables

X 0 DXC
a2

3
; Y 0 D Y C

a3

2
; Z0 DZ

will then eliminate the X2Z and YZ2 terms. Thus we arrive at the equation

Y 2Z DX3CaXZ2CbZ3:

THEOREM 2.1 Let k be a field of characteristic¤ 2;3:
(a) Every elliptic curve .E;O/ over k is isomorphic to a curve of the form

E.a;b/ W Y 2Z DX3CaXZ2CbZ3; a;b 2 k;

pointed by .0W1W0/. Conversely, the curve E.a;b/ is nonsingular (and so, when equipped
with .0W1W0/, is an elliptic curve) if and only if � def

D 4a3C27b2 ¤ 0.
(b) Let 'WE.a;b/!E.a0;b0/ be an isomorphism sending .0W1W0/ to .0W1W0/; then there

exists a c 2 k� such that a0 D c4a, b0 D c6b and ' is the map .xWyWz/ 7! .c2xWc3yWz/.
Conversely, if a0 D c4a, b0 D c6b for some c 2 k�, then .xWyWz/ 7! .c2xWc3yWz/ is an
isomorphism E.a;b/!E.a0;b0/ sending .0W1W0/ to .0W1W0/.

(c) When .E;O/ is isomorphic to .E.a;b/;O/, we let

j.E/D
1728.4a3/

4a3C27b2
:

Then j.E/ depends only on .E;O/, and two elliptic curves .E;O/ and .E 0;O 0/ become
isomorphic over kal if and only if j.E/D j.E 0/.

PROOF. (a) The first statement was proved above. The point .0W1W0/ is always nonsingular
on E.a;b/, and we saw in (I, 1.5) that the affine curve

Y 2 DX3CaXCb

is nonsingular if and only if 4a3C27b2 ¤ 0.
(b) The regular function x ı ' on E.a0;b0/ has a double pole at O 0 D .0W1W0/, and

so x ı ' D u1x0C r for some u1 2 k� and r 2 k (see the proof of 1.1d !1.1c, p. 47).
Similarly, y ı ' D u2y0C sx0C t for some u2 2 k� and s; t 2 k. But f 7! f ı ' is a
homomorphism kŒx;y�! kŒx0;y0�, where x;y and x0;y0 are the coordinate functions on
E.a;b/ and E.a0;b0/. As x and y satisfy

Y 2 DX3CaXCb,

so also do x ı' and y ı', i.e.,

.u2y
0
C sx0C t /2 D

�
u1x
0
C r

�3
Ca

�
u1x
0
C r

�
Cb:
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But any polynomial satisfied by x0;y0 is a multiple of

Y 2�X3�a0X �b0

from which it follows that u22 D u
3
1 and r;s; t D 0. Let c D u1=u2; then a0 D c4a and

b0 D c6b; and ' is as described. The converse is obvious.
(c) If .E;O/ is isomorphic to both .E.a;b/;O/ and .E.a0;b0/;O 0/, then there exists a

c 2 k� such that a0 D c4a and b0 D c6b, and so obviously the two curves give the same j .
Conversely, suppose that j.E/D j.E 0/. Note first that

aD 0 ” j.E/D 0 ” j.E 0/D 0 ” a0 D 0:

As any two curves of the form Y 2Z D X3C bZ3 are isomorphic over kal, it remains to
consider the case that a and a0 are both nonzero. After replacing .a;b/ with .c4a;c6b/,
where c D .a0=a/1=4, we will have that aD a0. Now j.E/D j.E 0/H) b D˙b0. A minus
sign can be removed by a change of variables with c D

p
�1. 2

REMARK 2.2 Two elliptic curves can have the same j -invariant and yet not be isomorphic
over k. For example, if c is not a square in k, then the curve

Y 2Z DX3Cac2XZ2Cbc3Z3

has the same j invariant as E.a;b/, but is not isomorphic to it.

REMARK 2.3 For every j 2 k, there exists an elliptic curve E over k with j.E/D j , for
example,

Y 2Z DX3CZ3 j D 0;

Y 2Z DX3CXZ2 j D 1728;

Y 2Z DX3� 27
4

j
j�1728

XZ2� 27
4

j
j�1728

Z3 j ¤ 0;1728:

We next give the formulas for the addition and doubling of points on the elliptic curve

E W Y 2Z DX3CaXZ2CbZ3; a;b 2 k:

These can be proved by a straightforward calculation using the description of the group law
in I, �3 (see Cassels 1991, Formulary).

ADDITION FORMULA

Let P D .xWyW1/ be the sum of P1 D .x1Wy1W1/ and P2 D .x2Wy2W1/. If P2 D�P1, then
P DO , and if P1 D P2, we can apply the duplication formula below. Otherwise, x1 ¤ x2,
and .x;y/ is determined by the formulas

x.x1�x2/
2
D x1x

2
2Cx

2
1x2�2y1y2Ca.x1Cx2/C2b

y.x1�x2/
3
DW2y2�W1y1;

where

W1 D 3x1x
2
2Cx

3
2Ca.x1C3x2/C4b

W2 D 3x
2
1x2Cx

3
1Ca.3x1Cx2/C4b:
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DUPLICATION FORMULA

Let P D .xWyW1/ and 2P D .x2Wy2W1/. If y D 0, then 2P D 0. Otherwise y ¤ 0, and
.x2;y2/ is determined by the formulas

x2 D
.3x2Ca/2�8xy2

4y2
D
x4�2ax2�8bxCa2

4.x3CaxCb/

y2 D
x6C5ax4C20bx3�5a2x2�4abx�a3�8b2

.2y/3
:

General base field

Let E be an elliptic curve over an arbitrary field k. An equation of the form

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3 (11)

for E is called a Weierstrass equation. Attached to an equation (11), there are the following
quantities:

b2 D a21C4a2 c4 D b22 �24b4
b4 D a1a3C2a4 c6 D �b

3
2C36b2b4�216b6

b6 D a23C4a6
b8 D b2a6�a1a3a4Ca2a

2
3�a

2
4

� D �b22b8�8b
3
4 �27b

2
6C9b2b4b6

j D c34=�:

The subscripts indicate weights.

THEOREM 2.4 Let k be an arbitrary field.
(a) Every elliptic curve .E;O/ over k is isomorphic to a curve of the form

E.a1; : : :/ W Y
2ZCa1XYZCa3YZ

2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3

pointed by .0W1W0/. Conversely, the curve E.a1; : : :/ is nonsingular (and so, when equipped
with .0W1W0/, is an elliptic curve) if and only if �¤ 0.

(b) Let 'WE.a01; : : :/!E.a1; : : :/ be an isomorphism sending O to O 0; then there exist
u 2 k� and r;s; t 2 k such that

ua01 D a1C2s

u2a02 D a2� sa1C3r � s
2

u3a03 D a3C ra1C2t

u4a04 D a4� sa3C2ra2� .tC rs/a1C3r
2
�2st

u6a06 D a6C ra4C r
2a2C r

3
� ta3� rta1� t

2

u12�0 D�

and ' is the map sending .xWyWz/ to .u2xC rzWu3yC su2xC tzWz/. Conversely, if there
exist u 2 k� and r;s; t 2 k satisfying these equations, then

.xWyWz/ 7! .u2xC rzWu3yC su2xC tzWz/



2. The Weierstrass equation for an elliptic curve 53

is an isomorphism E.a01; : : :/!E.a1; : : :/ sending O to O 0.
(c) When .E;O/ is isomorphic to .E.a1; : : :/;O/, we let

j.E/D c34=�.

Then j.E/ depends only on .E;O/, and two elliptic curves .E;O/ and .E 0;O 0/ become
isomorphic over kal if and only if j.E/D j.E 0/.

PROOF. The proof is the same as that of Theorem 2.1, only more complicated. 2

REMARK 2.5 In realizing a curve of genus 1 as a nonsingular plane cubic, it was crucial
that the curve have a point in E.k/. Without this assumption, it may only be possible to
realize the curve as a singular plane curve of possibly much higher degree.

NOTES About 1965, Tate worked out the formulas in Theorem 2.4 and included them in a letter
to Cassels, which was published as Tate 1975. The formulas have been copied, and, on occasion,
miscopied, by all later authors. The name “Weierstrass equation” for (11) is a little misleading since
Weierstrass wrote his elliptic curves as

.}0/2 D 4}3�g2}�g3, (12)

but, as Tate (1974, �2) writes: We call (11) a Weierstrass equation because in characteristics¤ 2;3,
we can replace x and y by

} D xC
a21C4a2

12
; }0 D 2yCa1xCa3;

and (11) becomes (12) (with c4 D 12g2, c6 D 216g3, and �D g22 �27g
2
3).

Expansion near zero; the formal group of an elliptic curve

An elliptic curve, including its group structure, can be described “near” O by a single power
series in two variables. This is the formal group of the curve.

DEFINITION 2.6 A one-parameter commutative formal group over a commutative ring R
is a power series

F.X;Y /D
X
i;j�0

ai;jX
iY j 2RŒŒX;Y ��

satisfying the following conditions:

(a) F.X;Y /DXCY C terms of degree � 2;

(b) F.X;F.Y;Z//D F.F.X;Y /;Z/;

(c) F.X;Y /D F.Y;X/.

These conditions imply that F.X;0/D X and F.0;Y /D Y and that there exists a unique
power series i.T /D�T C

P
n�2anT

n 2RŒŒT �� such that F.T; i.T //D 0.
Let F be a one-parameter formal group over a complete discrete valuation ring R with

maximal ideal m, for example, R D Zp and m D .p/. For all a;b 2 m, the power series
F.a;b/ converges to an element of m, and F defines a commutative group structure CF
on m.
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2.7 Consider an elliptic curve E, O over a field k, given by a Weierstrass equation (11).
On the affine curve Eaff def

DE\fy ¤ 0g, O becomes the origin .0;0/. The equation for Eaff,
when rewritten in terms of the symbols Z D�X=Y and W D�1=Y , becomes

W DZ3Ca1ZW Ca2Z
2W Ca3W

2
Ca4ZW

2
Ca6W

3:

By repeatedly substituting for W on the right, we obtain an expression for W as a power
series in Z,

W DZ3Ca1Z
4
C .a21Ca2/Z

5
C .a31C2a1a2Ca3/Z

6
C�� �

The coefficients of the power series are polynomials in a1, a2, a3, a4, a6 with coefficients
in N. More formally, when we localize the ring kŒz;w� at the ideal .z;w/, and complete,
then the complete local ring we obtain contains the power series ring in the symbol z as a
subring, and equals it. From X DZ=W and Y D�1=W D�X=Z, we find that

X DZ�2�a1Z
�1
�a2�a3Z� .a4Ca1a3/Z

2
C�� � ;

Y D�Z�3Ca1Z
�2
C�� � ;

in the ring k..Z// of Laurent series. Finally, if P1CP2 D P3 in E.k/, i.e., .z1;w1/C
.z2;w2/D .z3;w3/, then z3 can be expressed as a power series F.z1;z2/ in z1;z2, where

F.Z1;Z2/DZ1CZ2�a1Z1Z2�a2.Z
2
1Z2CZ1Z

2
2/C�� � :

More formally, the homomorphism kŒŒZ��! kŒŒZ�� Ő kŒŒZ��' kŒŒZ1;Z2�� defined by ad-
dition on E sends Z to F.Z1;Z2/. The power series F is the one-parameter commutative
formal group of E. It describes the structure of E near O . See Tate 1974, �3.

3 Reduction of an elliptic curve modulo p

Consider an elliptic curve over Q. After a change of variables, the coefficients of its
Weierstrass equation will lie in Z, and so we may look at it modulo p to obtain a curve
over the field Fp

def
D Z=pZ. The curve over Fp will still be a plane cubic curve, but it may

have a singular point. However, once the singular point is removed, the curve acquires a
canonical group structure. In this section, we first describe the algebraic curves having a
group structure defined by regular maps. Then we discuss singular cubic curves and their
canonical group structures. Finally, we describe the reduction of elliptic curves.

Throughout, k is a perfect field.

Algebraic groups of dimension 1

Let C be a curve over k admitting a group structure defined by regular maps. Because k is
perfect, there exists a nonsingular point P in C.kal/ (see 1.4d). It follows that every point
Q in C.kal/ is nonsingular because the map R 7! RC .Q�P / is a regular isomorphism
Ckal ! Ckal sending P to Q. Hence the curve is nonsingular.

An algebraic group of dimension 1 over k is an algebraic curve over k equipped with
a group structure defined by regular maps. The following is a complete list of connected
algebraic groups of dimension 1 over k.
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ELLIPTIC CURVES

These are the only projective curves admitting a group structure.

THE ADDITIVE GROUP

The affine line A1 becomes a group under addition,

A1.k/D k; .x;y/ 7! xCy W k�k! k:

We write Ga for A1 endowed with this group structure.

THE MULTIPLICATIVE GROUP

The affine line with the origin removed becomes a group under multiplication,

A1.k/Xf0g D k�; .x;y/ 7! xy W k��k�! k�:

We write Gm for A1Xf0g endowed with this group structure. Note that the map x 7! .x;x�1/

realizes Gm as an affine plane curve XY D 1.

TWISTED MULTIPLICATIVE GROUPS

Let a be a nonsquare in k�, and let LD kŒ
p
a�. We define an algebraic group GmŒa� over k

such that
GmŒa�.k/D f
 2 L� j NmL=k 
 D 1g:

Let ˛ D
p
a, so that f1;˛g is a basis for L as a k-vector space. Then

.xC˛y/.x0C˛y0/D xx0Cayy0C˛.xy0Cx0y/

Nm.xC˛y/D .xC˛y/.x�˛y/D x2�ay2:

We define GmŒa� to be the affine plane curve X2�aY 2 D 1 with the group structure

.x;y/ � .x0;y0/D .xx0Cayy0;xy0Cx0y/:

For example, when k D R and aD�1, this is the circle group X2CY 2 D 1.
An invertible change of variables transforms GmŒa� into GmŒac2�, c 2 k�, and so, up

to such a change, GmŒa� depends only on the field kŒ
p
a�. The equations defining GmŒa�

still define an algebraic group when a is a square in k, say, aD ˛2, but then X2�aY 2 D
.XC˛Y /.X �˛Y /, and so the change of variables X 0DXC˛Y , Y 0DX �˛Y transforms
the group into Gm. In particular, this shows that GmŒa� becomes isomorphic to Gm over
kŒ
p
a�, and so it is a “twist” of Gm.

REMARK 3.1 Let k D Fq , the field with q-elements. Then

#Ga.k/D q;
#Gm.k/D q�1;

#GmŒa�.k/D qC1 .a not a square in k).

Only the last is not obvious. As FqŒ
p
a� is the field Fq2 , there is an exact sequence

1 GmŒa�.Fq/ F�
q2 F�q :

Nm



56 Chapter II. Basic Theory of Elliptic Curves

The norm map is surjective because every quadratic form in at least three variables over a
finite field has a nontrivial zero (Serre 1973, I, �2), and so

#GmŒa�.Fq/D .q2�1/=.q�1/D qC1:

We make a few remarks concerning the proofs of the above statement. We have seen
that if a nonsingular projective curve has genus 1, then it has a group structure, but why is
the converse true? The simplest explanation when k D C comes from topology. If M is a
compact oriented manifold and ˛WM !M is a continuous map, then the Lefschetz fixed
point theorem says that

.� ��˛/D
X

i
.�1/iTrace.˛jH i .M;Q//:

Here � is the diagonal in M �M and �˛ is the graph of ˛, so that .� ��˛/ is the number
of “fixed points of ˛ counting multiplicities”. Let L.˛/ denote the integer on the right,
and assume that M has a group structure. For a nonzero a in M , the translation map
�a D .x 7! xCa/ has no fixed points, and so

L.�a/D .� ��˛/D 0:

The map a 7! L.�a/WM ! Z is continuous, and hence constant on each connected compo-
nent of M . On letting a tend to zero, we find that L.�0/D 0. But �0 is the identity map, and
so

L.�0/
def
D

X
i
.�1/i Tr.id jH i .M;Q//D

X
i
.�1/i dimQH

i .M;Q/.

We have shown that if M has a group structure, then its Euler–Poincaré characteristic is zero.
The Euler–Poincaré characteristic of a compact Riemann surface of genus g is 2�2g, and
so g D 1 if it has a group structure.

A similar argument works over any field. If C is a projective curve with a group structure,
then one proves directly that for the diagonal � in C �C ,

.� ���a
/D 0 if a¤ 0;

.� ��/D 2�2g;

and then “by continuity” that .� ��/D .� ���a
/.

To prove that Ga and Gm are the only affine curves C over kal admitting a group
structure, embed C in a nonsingular projective curve C 0 as the complement of a finite set S
of points. The translations by elements of C.kal/ define an infinite set of automorphisms of
C 0 stabilizing the set S , from which one can deduce that C 0 D P1 and that S consists of one
or two points (see, for example, Milne 2017, 16.16). The extension of the statement to k is
an exercise in Galois cohomology (IV, 7.17).

Singular cubic curves

Let E be a singular cubic projective plane curve over k. Then E has exactly one singular
point S , and, because k is perfect, S has coordinates in k(see the argument p. 19). Assume
that E.k/ contains a point O ¤ S . Then the same definition as in the nonsingular case turns
Ens.k/

def
D E.k/XfSg into a group with O as its zero element. Namely, consider the line

through two nonsingular points P and Q. According to Bezout’s theorem and (I, 1.13), it
will intersect the curve in exactly one additional point PQ, which cannot be singular. Define
P CQ to be the third point of intersection with the cubic of the line through PQ and O .
This gives a group structure.

We first examine this in two basic examples.
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A CUBIC CURVE WITH A CUSP

The projective plane curve
E W Y 2Z DX3

has a cusp at S D .0W0W1/ because the affine curve Y 2 DX3 has a cusp at .0;0/ (see I, 1.12).
Note that S is the only point on E with Y -coordinate zero, and so Ens is the affine plane
curve

E1 WZ DX
3:

The line Z D ˛XCˇ intersects E1 at points .x1;z1/, .x2;z2/, .x3;z3/ with x1;x2;x3 roots
of

X3�˛X �ˇ:

Because the coefficient of X2 in this polynomial is zero, the sum x1C x2C x3 is zero.
Therefore the map

P 7! x.P / WE1.k/! k

has the property that

P1CP2CP3 D 0 H) x.P1/Cx.P2/Cx.P3/D 0:

As O D .0;0/; the map P 7! �P is .x;z/ 7! .�x;�z/, and so the map P 7! x.P / has the
property that

x.�P /D�P:

These two properties imply that P 7! x.P /WE1.k/! k is a homomorphism. In fact, it
defines an isomorphism E1!Ga. In other words, the map

.xWyWz/ 7!
x
y
WEns

!Ga

is an isomorphism of algebraic groups.

A CUBIC CURVE WITH A NODE

The projective plane curve

E W Y 2Z DX3C cX2Z; c ¤ 0;

has a node at S D .0W0W1/ because the affine curve

Y 2 DX3C cX2; c ¤ 0;

has a node at .0;0/ (see I, 1.6). The tangent lines at .0;0/ are given by the equation

Y 2� cX2 D 0:

If c is a square in k, say, c D 
2, this factors as

.Y C
X/.Y �
X/D 0

and the tangent lines are defined over k (we say that the tangents are rational). The equation
for E can be written .Y 2� cX2/Z D X3. When we let U D Y C 
X and V D Y � 
X ,
this becomes

8
3UVZ D .U �V /3:
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A line Z D ˛XCˇY intersects E at points .ui Wvi Wzi /, i D 1;2;3, satisfying

.U �V /3�8
3UV.˛XCˇY /D 0:

As the coefficient of V 3 is �1, we see that

u1
v1

u2
v2

u3
v3
D 1:

As .xWyWz/ 7! .xW�yWz/ inverts u=v, we see that the map .xWyWz/ 7! u=vWEns.k/! k� is
a homomorphism. In fact, the map

.xWyWz/ 7!
yC
x

y�
x
WEns

!Gm (13)

is an isomorphism of algebraic groups.
If c is not a square, then the tangent lines are not defined over k, and the map (13) is

defined only over kŒ
�, 
 D
p
c. This is a Galois extension of k, and (13) commutes with

the actions of Gal.kŒ
�=k/ when we regard it as a map .Ens/kŒ
�!GmŒc�kŒ
�. Therefore,
(13) defines an isomorphism Ens!GmŒc� of algebraic groups over k (I, 5.5).

THE GENERAL CASE

Assume first that char.k/¤ 2;3, so that we can write the curve E as

E W Y 2Z DX3CaXZ2CbZ3; a;b 2 k; �D 4a3C27b2 D 0.

As the point .0W1W0/ is always nonsingular, we only need to study the affine curve

Y 2 DX3CaXCb:

We try to find a t such that this equation becomes

Y 2 D .X � t /2.XC2t/

D X3�3t2XC2t3:

For this, we need to choose t so that

t2 D�
a

3
; t3 D

b

2
:

Hence t D b=2
�a=3

D�
3
2
b
a
: Using that �D 0, one checks that this works.

With this value for t , the equation for E becomes

Y 2 D .X � t /3C3t.X � t /2:

This has a singularity at .t;0/, which is a cusp if 3t D 0, a node with rational tangents if 3t
is a square in k�, and a node with nonrational tangents if 3t is a nonsquare in k�. Note that

�2ab D�2.�3t2/.2t3/D .2t2/2.3t/;

and so 3t is zero or nonzero, a square or a nonsquare, according as �2ab is. In each case,
the curve becomes one of the above examples after a linear change of variables. We can
summarize the situation as follows.
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If ab D 0, then the curve has a cusp S , and the map

P 7!
1

.slope of PS/� (slope of the tangent at S/

is an isomorphism of algebraic groups Ens!Ga.
If �2ab ¤ 0, then the curve has a node S . Let Y D ˛1XCˇ1 and Y D ˛2XCˇ2 be

the tangents at S . If �2ab is a square in k, then the tangents are rational, and the map

P D .x;y/ 7!
y�˛1x�ˇ1

y�˛2x�ˇ2

is an isomorphism of algebraic groups Ens!Gm. If �2ab is not a square in k, then this
map is defined only over kŒ

p
�2ab�, and determines an isomorphism of algebraic groups

Ens!GmŒ�2ab�.
When we allow the characteristic of k to be arbitary, and write the equation for E in

general Weierstrass form (11), p. 52, with�D 0, the singularity is cusp if c4 D 0 and a node
if c4 ¤ 0. The isomorphisms of Ens with Ga or a (twist of) Gm are as described above (Tate
1974, p. 182).

Reduction of an elliptic curve

Let E be an elliptic curve over Q, and let

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3 (14)

be a Weierstrass equation for E. We make a change a variables8̂̂<̂
:̂
X 7! u2XC r

Y 7! u3Y C su2XC t

Z 7!Z

(15)

with u;r;s; t 2 Q, u ¤ 0, chosen so that the new ai are integers and j�j is minimal —
the equation is then said to be minimal. Two minimal equations are related by a change
of variables (15) with u;r;s; t 2 Z, u 2 Z�. Most of the theory is independent of the
choice of the minimal equation. For example, the curve NE obtained by reducing a minimal
equation (14) for E modulo a prime p is well defined up to a change of variables (15) with
u;r;s; t 2 Fp, u¤ 0; it is called the reduction of E modulo p

When we are interested only in reductions modulo primes p ¤ 2;3, we can work instead
with an equation

Y 2Z DX3CaXZ2CbZ3 ; a;b 2Q: (16)

In this case, we make a change of variables X 7!X=c2, Y 7! Y=c3 with c 2Q� chosen so
that the new a;b are integers and j�j is minimal.

An elliptic curve may have an equation of the form (14) that is “more minimal”, i.e., has
smaller discriminant, than any of the form (16). This does not matter for primes¤ 2;3, but,
for example,

Y 2CY DX3�X2

defines a nonsingular curve over F2 whereas all equations of the form (16) define singular
curves (I, 1.5).
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The different types of reduction

Let E be an elliptic curve over Q, given by a minimal equation (14), and let NE be its
reduction modulo p, given by the equation

Y 2ZC Na1XYZC Na3YZ
2
DX3C Na2X

2ZC Na4XZ
2
C Na6Z

3;

where Nai D ai modulo p.

GOOD REDUCTION

If p does not divide �, then NE is an elliptic curve over Fp. For a point P D .xWyWz/ on
E, we can choose a representative .x;y;z/ for P with x;y;z 2 Z and having no common
factor, and then NP def

D . Nx W Ny W Nz/ is a well-defined point on NE. As .0W1W0/ reduces to .0W1W0/
and lines reduce to lines, the map E.Q/! NE.Fp/ is a homomorphism.

CUSPIDAL, OR ADDITIVE, REDUCTION

This is the case where NE has a cusp, and so NEns ' Ga. It occurs exactly when p divides
both � and c4. For p ¤ 2;3, it occurs exactly when p divides both 4a3C27b2 and �2ab.

NODAL, OR MULTIPLICATIVE, REDUCTION

This is the case where NE has a node. It occurs exactly when p divides � but not c4. For
p ¤ 2;3; it occurs exactly when p divides 4a3C27b2 but not �2ab; then the tangents at
the node are rational over Fp if and only if �2ab becomes a square in Fp, in which case
NEns ' Gm and E is said to have split multiplicative reduction. If �2ab is not a square

modulo p, then NEns 'GmŒ�2ab� and E is said to have nonsplit multiplicative reduction.
In the nodal and cuspidal cases, there is a well-defined reduction map E.Q/! NE.Fp/,

which becomes a homomorphism when we omit the singular point from NE.Fp/ and any
points in E.Q/ mapping to it.

SEMISTABLE REDUCTION

If E has good or nodal reduction, then the minimal equation remains minimal after replacing
the ground field by a larger field. This is not so for cuspidal reduction. Consider, for example,
the curve

E W Y 2Z DX3CpXZ2CpZ3:

After passing to an extension field in which p becomes a sixth power, say, �6 D p, we can
make a change of variables so that the equation becomes

E W Y 2Z DX3C�2XZ2CZ3:

Modulo � this becomes
Y 2Z DX3CZ3;

which is nonsingular in characteristic¤ 2;3. In fact, for any curve E with cuspidal reduction
at p, there exists a finite extension of the ground field such that E has either good or nodal
reduction at the primes over p.

In summary: good and nodal reduction are not changed by a field extension (in fact, the
minimal equation remains minimal) but cuspidal reduction always becomes good or nodal
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reduction in an appropriate finite extension (and the minimal equation changes). For this
reason, a curve is said to have semistable reduction at p if it has good or nodal reduction.

Type tangents � mod p �2ab mod p NEns #E.Fp/

good ¤ 0 NE IV, �9

cusp 0 0 Ga p

node rational 0 � Gm p�1

node not rational 0 ¤� GmŒ�2ab� pC1

Other fields

Throughout this section, we can replace Q and Z with Qp and Zp , or, in fact, with any finite
extension of Qp and its ring of integers. A minimal model for E over Q will remain minimal
over Qp. Also, we can replace Q and Z with a number field K and its ring of integers,
with the caution that, if the ring of integers in K is not a principal ideal domain, then it
may not be possible to find an equation for the elliptic curve that is minimal for all primes
simultaneously, i.e., that remains minimal over all the local fields.

EXERCISE 3.2 Show that the curve

E W Y 2CY DX3�X2�10X �20

has good reduction at all primes except 11.

EXERCISE 3.3 (a) Find examples of elliptic curves E over Q and primes p such that

i) Ep has a cusp S that lifts to a point in E.Qp/;
ii) Ep has a node S that lifts to a point in E.Qp/;

iii) Ep has a node S that does not lift to a point in E.Qp/.
Here Ep is the reduction of the curve modulo a prime p¤ 2;3. The equation you give
for E should be a minimal equation of the standard form Y 2Z DX3CaXZ2CbZ3.

(b) For the example you gave in (a)(i), decide whether it acquires good or nodal reduction
in a finite extension of Q.

EXERCISE 3.4 Let ˛;ˇ;
 be nonzero relatively prime integers such that

˛`Cˇ` D 
`;

where ` is a prime¤ 2;3, and consider the elliptic curve

E W Y 2Z DX.X �˛`Z/.X �
`Z/:

(a) Show that E has discriminant �D 16˛2`ˇ2`
2`.
(b) Show that if p does not divide ˛ˇ
 , then E has good reduction at p.
(c) Show that if p is an odd prime dividing ˛ˇ
 , then E has at worst nodal reduction

at p.
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(d) Show that (the minimal equation for) E has at worst nodal reduction at 2.
[After possibly re-ordering ˛;ˇ;
 , we may suppose, first that 
 is even, and then that

˛` � 1 mod 4. Make the change of variables x D 4X , y D 8Y C4X , and verify that the
resulting equation has integer coefficients.]

ASIDE 3.5 The conductor of an elliptic curveE over Q is
Q
p p

fp where fp D 0, 1, or� 2 according
as E has good, nodal, or cuspidal reduction at p. Note that (b),(c),(d) in Exercise 3.4 show that the
conductor N of E divides

Q
pj˛ˇ
 p, and hence is much smaller than �. This will be enough for us

to show in Chapter V that E does not exist, but enthusiasts may wish to verify that N D
Q
pj˛ˇ
 p.

[Hint: First show that if p does not divide c4, then the equation is minimal at p.]

4 Elliptic curves over Qp
Consider an elliptic curve

E W Y 2Z DX3CaXZ2CbZ3; a;b 2Qp; 4a3C27b2 ¤ 0:

After a change of variables X 7!X=c2, Y 7! Y=c3, Z 7!Z, we may suppose that a;b 2 Zp .
We may also suppose that ordp.�/ is minimal, but that is not necessary. As in the last
section, we obtain from E a curve NE over Fp and a reduction map

P 7! NP WE.Qp/! NE.Fp/:

We shall define a filtration

E.Qp/�E0.Qp/�E1.Qp/� �� � �En.Qp/� �� �

and identify the quotients. First, define

E0.Qp/D fP j NP is nonsingularg:

It is a subgroup because .0W1W0/ is always nonsingular and a line through two nonsingular
points on a cubic (or tangent to a nonsingular point) will meet the cubic again at a nonsingular
point.

Write NEns for NE with the singular point (if any) removed. The reduction map

P 7! NP WE0.Qp/! NEns.Fp/

is a homomorphism, and we define E1.Qp/ be its kernel. Thus E1.Qp/ consists of the
points P that can be represented as .xWyWz/ with x and z divisible by p but y prime to p.
In particular, P 2E1.Qp/ H) y.P /¤ 0. Define

En.Qp/D
�
P 2E1.Qp/

ˇ̌̌̌
x.P /

y.P /
2 pnZp

�
:

THEOREM 4.1 The filtration

E.Qp/�E0.Qp/�E1.Qp/� �� � �En.Qp/� �� �

has the following properties:
(a) the quotient E.Qp/=E0.Qp/ is finite;
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(b) the map P 7! NP defines an isomorphism

E0.Qp/=E1.Qp/! NEns.Fp/I

(c) for n� 1, En.Qp/ is a subgroup of E.Qp/, and the map

P 7! p�n
x.P /

y.P /
mod pWEn.Qp/=EnC1.Qp/! Fp

is an isomorphism of groups;

(d) the filtration is exhaustive, i.e.,
T
nE

n.Qp/D f0g.

PROOF. (a) We prove that E.Qp/ has a natural topology with respect to which it is compact
and E0.Qp/ is an open subgroup. Since E.Qp/ is a union of the cosets of E0.Qp/, it
follows that there can only be finitely many of them.

Endow Qp �Qp �Qp with the product topology, Q3p X f.0;0;0/g with the subspace
topology, and P2.Qp/ with the quotient topology via

Q3p Xf.0;0;0/g ! P2.Qp/:

Then P2.Qp/ is the union of the images of the sets Z�p �Zp �Zp , Zp �Z�p �Zp , Zp �Zp �
Z�p , each of which is compact and open. Therefore P2.Qp/ is compact. Its subset E.Qp/ is
closed because it is the zero set of a polynomial, and so it also is compact. Relative to this
topology on P2.Qp/, two points that are close have the same reduction modulo p. Therefore
E0.Qp/ is the intersection of E.Qp/ with an open subset of P2.Qp/.

(b) Hensel’s lemma (I, 2.12) implies that the reduction map E0.Qp/! NEns.Fp/ is
surjective, and we defined E1.Qp/ to be its kernel.

(c) We assume inductively that En.Qp/ is a subgroup of E.Qp/. If P D .xWyW1/ lies
in E1.Qp/, then y … Zp. Set x D p�mx0 and y D p�m

0

y0 with x0 and y0 units in Zp and
m0 � 1. Then

p�2m
0

y20 D p
�3mx30Cap

�mx0Cb:

On taking ordp of the two sides, we find that 2m0 D 3m. Since m0 and m are integers, this
implies that there is an integer n� 1 such mD 2n and m0 D 3n; in fact, nDm0�m.

The above discussion shows that if

P D .xWyWz/ 2En.Qp/XEnC1.Qp/; n� 1;

then �
ordp.x/ D ordp.z/�2n
ordp.y/ D ordp.z/�3n:

Hence P can be expressed as P D .pnx0Wy0Wp3nz0/ with ordp.y0/D 0 and x0;z0 2 Zp;
in fact, this is true for all P 2En.Qp/. Since P lies on E,

p3ny20z0 D p
3nx30Cap

7nx0z
2
0Cbp

9nz30 ;

and so P0
def
D . Nx0 W Ny0 W Nz0/ lies on the curve

E0 W Y
2Z DX3:
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As Ny0 ¤ 0, P0 is not the singular point of E0. From the description of the group laws in
terms of chords and tangents, we see that the map

P 7! P0 WE
n.Qp/!E0.Fp/

is a homomorphism. Its kernel is EnC1.Qp/, which is therefore a subgroup, and it follows
from Hensel’s lemma that its image is the set of nonsingular points of E0.Fp/. We know
from the preceding section (p. 57) that Q 7! x.Q/

y.Q/
is an isomorphism Ens

0 .Fp/! Fp. The

composite P 7! P0 7!
x.P0/
y.P0/

is P 7! p�nx.P /
y.P /

mod p.
(d) If P 2

T
nE

n.Qp/, then x.P /D 0, y.P /¤ 0. This implies that either z.P /D 0 or
y.P /2 D bz.P /3, but the second equality contradicts P 2 E1.Qp/. Hence z.P /D 0 and
P D .0W1W0/. 2

COROLLARY 4.2 Let m be an integer prime to p.
(a) The map

P 7!mP WE1.Qp/!E1.Qp/

is a bijection.

(b) If E has good reduction, then the reduction map E.Qp/! NE.Qp/ is an isomorphism
on points killed by m, i.e., E.Qp/m ' NE.Qp/m.

PROOF. (a) Let P 2 E1.Qp/ be such that mP D 0. If P ¤ 0, then P 2 En.Qp/X
EnC1.Qp/ for some n (by 4.1d), but En.Qp/=EnC1.Qp/ ' Z=pZ (by 4.1c). The im-
age of P in Z=pZ is nonzero, and so m times it is also nonzero, which contradicts the fact
that mP D 0. Therefore the map is injective.

LetP 2E1.Qp/. BecauseE1.Qp/=E2.Qp/'Z=pZ and p does not dividem, multipli-
cation bym is an isomorphism on E1.Qp/=E2.Qp/. Therefore there exists aQ1 2E1.Qp/
such that

P DmQ1 modE2.Qp/:

Similarly, there exists a Q2 2E2.Qp/ such that

.P �mQ1/DmQ2 modE3.Qp/:

Continuing in this fashion, we obtain a sequence Q1;Q2; : : : of points in E.Qp/ such that

Qi 2E
i .Qp/; P �m

Xn

1
Qi 2E

nC1.Qp/:

The first condition implies that the series
P
Qi converges to a point in E.Qp/ (recall that

E.Qp/ is compact), and the second condition implies that its limit Q has the property that
P DmQ.

(b) Because E has good reduction, E0.Qp/DE.Qp/. Now apply the snake lemma to
the diagram

0 E1.Qp/ E.Qp/ NE.Fp/ 0

0 E1.Qp/ E.Qp/ NE.Fp/ 0:

' m m

2
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REMARK 4.3 Implicitly, we have assumed that p ¤ 2;3. By working with the full Weier-
strass equation, it is possible to avoid that assumption.

Similar statements hold for elliptic curves over any field K complete with respect to a
discrete valuation except that, when the residue field k is infinite, it is necessary to work
with a minimal equation in order for the quotient E.K/=E0.K/ to be finite, and the proof
of its finiteness is more difficult. Otherwise, the same arguments apply. In particular, if E
has good reduction and m is prime to the residue characteristic, then E.K/m ' NE.k/m.

ASIDE 4.4 Instead of proving the above results directly, it is possible to deduce them from the
properties of the associated formal group.

Consider an elliptic curve E over field K complete with respect to a discrete valuation, and
let R be the ring of integers in K, e.g., K D Qp and R D Zp . Choose a minimal Weierstrass
equation for E. In particular, the equation has coefficients a1, a2, . . . in R, which means that all the
power series in 2.7 have coefficients in R. Thus, we obtain a formal group law over R. The map
P 7! z.P /D�x.P /=y.P / defines an isomorphism of groups .m;CF /!E1.K/. See Tate 1974,
�6.

ASIDE 4.5 Elliptic curves over Qp with split multiplicative reduction can all be described as quo-
tients Q�p =qZ, i.e., as “Tate curves”. See Chapter III, p. 102.

5 Torsion points

For an elliptic curve E over Q (resp. Qp/, we fix an equation

Y 2Z DX3CaXZ2CbZ3; �D 4a3C27b2 ¤ 0;

with coefficients a;b in Z (resp. Zp/. In particular, this allows us to speak of the coordinates
of a point on E. The torsion subgroup E.Q/tors of E.Q/ is the subgroup of points of finite
order.

THEOREM 5.1 (LUTZ–NAGELL) Let E be an elliptic curve over Q. If P D .xWyW1/ 2
E.Q/ tors, then x;y 2 Z and either y D 0 or yj�.

The theorem follows from the Propositions 5.3 and 5.4 below, the first of which says that,
if P and 2P have integer coordinates, then either y D 0 or yj�, and the second of which
implies that the torsion points all have integer coordinates.

REMARK 5.2 (a) The theorem provides an algorithm for finding all the torsion points on E:
for each y D 0 or yj�, find the integer roots x of

X3CaXCb�y2

— they divide b�y2 — and then check whether .xWyW1/ is a torsion point. This is faster if
the equation of E has been chosen to be minimal.

(b) The converse of the theorem is not true: a point P 2E.Q/ can satisfy the conditions
in the theorem without being a torsion point.

(c) The theorem can often be used to prove that a point P 2 E.Q/ is of infinite order:
compute multiples nP of P until one has coordinates that are not integers, or better, just
compute the x-coordinates of 2P , 4P , 8P , using the duplication formula p. 52.

PROPOSITION 5.3 Let E be an elliptic curve over Q and P D .x1Wy1W1/ a point of E.Q/.
If P and 2P have integer coordinates (when we set z D 1), then either y1 D 0 or y1j�.
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PROOF. Assume that y1 ¤ 0, and set 2P D .x2Wy2W1/. Then �2P D .x2W�y2W1/ is the
second point of intersection of the tangent line at P with the affine curve Y 2DX3CaXCb.
Let f .X/D X3CaXCb. The tangent line at P is Y D ˛XCˇ , where ˛ D

�
dY
dX

�
P
D

f 0.x1/
2y1

, and so the X -coordinates of its points of intersection with the curve satisfy

0D .˛XCˇ/2� .X3CaXCb/D�X3C˛2X2C�� � :

But we know that these X -coordinates are x1, x1, x2, and so

x1Cx1Cx2 D ˛
2:

By assumption, x1;x2 are integers, and so ˛2 and ˛ D f 0.x1/=2y1 are integers. Thus
y1jf

0.x1/, and directly from the equation y21 D f .x1/ we see that y1jf .x1/. Hence y1
divides both f .x1/ and f 0.x1/. The theory of resultants (I, �1) shows that 1

�D r.X/f .X/C s.X/f 0.X/; some r.X/;s.X/ 2 ZŒX�;

and so this implies that y1j�. 2

PROPOSITION 5.4 Let E be an elliptic curve over Qp. The group E1.Qp/ is torsion-free.

Before proving the proposition, we derive some consequences.

COROLLARY 5.5 If P D .xWyW1/ 2E.Qp/tors, then x;y 2 Zp.

PROOF. Recall that NP is obtained from P by choosing primitive coordinates .xWyWz/ for P
(i.e., coordinates such that x;y;z 2Zp but not all of x;y;z 2pZp), and setting NP D . NxW NyW Nz/,
and that E1.Qp/D fP 2E.Qp/ j NP D .0W1W0/g.

If P D .xWyW1/ with .x;y/ … Z2p and .x0Wy0Wz0/ is a system of primitive coordinates for
P , then z0 2 pZp. Hence z. NP /D 0, which implies that NP D .0W1W0/, and so P 2E1.Qp/.
Thus (contrapositively) if P D .xWyW1/ …E1.Qp/, then x;y 2 Zp.

According to the proposition, if P D .xWyW1/ is nonzero and torsion, then P …E1.Q/,
and so x;y 2 Zp. 2

COROLLARY 5.6 Let E be an elliptic curve over Q. If P D .xWyW1/ 2 E.Q/tors, then
x;y 2 Z.

PROOF. This follows from Corollary 5.5, because a rational number is an integer if it lies in
Zp for all p. 2

COROLLARY 5.7 Let E be an elliptic curve over Q. If E has good reduction at p, then the
reduction map

E.Q/tors! NE.Fp/

is injective.

PROOF. Because E has good reduction, E0.Qp/DE.Qp/. The reduction map E.Qp/!
NE.Qp/ has kernel E1.Qp/, which intersects E.Q/tors in fOg. 2

REMARK 5.8 This puts a serious restriction on the size of E.Q/tors. For example, if E has
good reduction at 5, then, according to the Riemann hypothesis (IV, �9), NE has at most
5C 1C 2

p
5 points with coordinates in F5, and so E has at most 10 torsion points with

coordinates in Q.
1In fact, �D

�
�27.X3CaX �b/

�
�f .X/C .3X2C4a/.3X2Ca/ �f 0.X/:
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PROOF OF PROPOSITION 5.4.

After Corollary 4.2, it remains to show that E1.Qp/ contains no point P ¤ 0 such that
pP D 0. For this, we analyse the filtration on E1.Qp/ (see �4).

For P 2 E1.Qp/, we have y.P /¤ 0, which suggests that we look at the affine curve
E\f.xWyWzg j y ¤ 0g:

E1 WZ DX
3
CaXZ2CbZ3: (17)

A point P D .xWyWz/ on E has coordinates x0.P / def
D

x.P /
y.P /

, z0.P / def
D

z.P /
y.P /

on E1. For
example,O D .0W1W0/ becomes the origin on E1, and so P 7! �P becomes reflection in the
origin .x0;z0/ 7! .�x0;�z0/. As before, P CQCRD 0 if and only if P;Q;R lie on a line.

In terms of our new picture,

En.Qp/D fP 2E1.Qp/ j x0.P / 2 pnZpg:

Thus the En.Qp/ form a neighbourhood base of zero in E1.Qp/. The key lemma is the
following:

LEMMA 5.9 Let P1;P2;P3 2E.Qp/ be such that P1CP2CP3DO . If P1;P2 2En.Qp/,
then P3 2En.Qp/, and

x0.P1/Cx
0.P2/Cx

0.P3/ 2 p
5nZp:

PROOF. We saw in the proof of Theorem 4.1 that if

P D .xWyW1/ 2En.Qp/XEnC1.Qp/;

then ordp.x/D�2n, ordp.y/D�3n. In terms of homogeneous coordinates P D .xWyWz/,
this means that

P 2En.Qp/XEnC1.Qp/)

(
ordp

x.P /
z.P /
D�2n

ordp
y.P /
z.P /
D�3n

)

(
ordp

x.P /
y.P /
D n

ordp
z.P /
y.P /
D 3n:

Thus
P 2En.Qp/ H) x0.P / 2 pnZp; z0.P / 2 p3nZp:

Let x0i D x
0.Pi / and z0i D z

0.Pi / for i D 1;2;3. The line through P1;P2 (assumed distinct)
is Z D ˛XCˇ, where

˛ D
z02�z

0
1

x02�x
0
1

D
.x032 �x

03
1 /Ca.x

0
2�x

0
1/.z

02
2 � z

02
1 /Cb.z

03
2 �z

03
1 /

x02�x
0
1

(by (17))

� � �

D
x022 Cx

0
1x
0
2Cx

02
1 Caz

02
2

1�ax01.z
0
2Cz

0
1/�b.z

02
2 Cz

0
1z2C z

02
1 /
:
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The bottom line is a unit in Zp, and so ˛ 2 p2nZp. Moreover

ˇ D z01�˛x
0
1 2 p

3nZp:

On substituting ˛XCˇ for Z in the equation for E1, we obtain the equation

˛XCˇ DX3CaX.˛XCˇ/2Cb.˛XCˇ/3:

We know that the solutions of this equation are x01;x
0
2;x
0
3, and so

x01Cx
0
2Cx

0
3 D

2a˛ˇC3b˛2ˇ

1Ca˛2Cb˛3
2 p5nZp:

The proof when P1 D P2 is similar. 2

We now complete the proof of Proposition 5.4. For P 2 En.Qp/, let Nx.P /D x0.P /
mod p5nZp. The lemma shows that the map

P 7! Nx.P / WEn.Qp/! pnZp=p5nZp

has the property

P1CP2CP3 D 0 H) Nx.P1/C Nx.P2/C Nx.P3/D 0:

As Nx.�P / D �Nx.P /; P 7! Nx.P / is a homomorphism of abelian groups. Suppose that
P 2 E1.Qp/ has order p. As P is nonzero, it lies in En.Qp/XEnC1.Qp/ for some n.
Then Nx.P / 2 pnZp XpnC1Zp mod p5nZp , and so

Nx.pP /D p Nx.P / 2 pnC1Zp XpnC2Zp mod p5nZp:

This contradicts the fact that pP D 0.

COMPLEMENTS

5.10 For an elliptic curve E over a number field K, the torsion points need not have
coordinates that are algebraic integers (when z is taken to be 1). Let Kv be the completion
of K at a prime lying over p, and let � be a prime element in Kv. The same argument as
above shows that there is an isomorphism

En.Kv/=E
5n.Kv/! �nOv=�5nOv:

However, if p is a high power of � (i.e., the extension K=Q is highly ramified at v) and n is
small, this no longer excludes the possibility that En.Kv/ may contain an element of order
p.

5.11 It was conjectured by Beppo Levi2 at the International Congress of Mathematicians in
1908, and proved by Mazur (1977, III, 5.1), that the torsion subgroup of E.Q/ is isomorphic
to one of the following groups:

Z=mZ for mD 1;2; : : : ;10;12I

Z=2Z�Z=mZ for mD 2;4;6;8:

This can be interpreted as a statement about the curves X1.N / considered in Chapter V (see
V, 2.8). The 15 curves in the exercise below exhibit all possible torsion subgroups (in order).
By contrast, E.Qal/tors �Q=Z�Q=Z.

2The conjecture was forgotten, and then re-conjectured by Ogg in 1975 (Schappacher and Schoof 1996).
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5.12 The fact that E.Q/ tors is so much smaller than E.Qal/tors indicates that the image of
the Galois group in the automorphism group of E.Qal/tors is large. Indeed, for every elliptic
curve E over Q without complex multiplication over Qal, there exists an integer N (not
depending on n) such that the image of the homomorphism

�nWGal.Qal=Q/! Aut.E.Qal/n/� GL2.Z=nZ/

has index at most N in GL2.Z=nZ/ (Serre 1972).

EXERCISE 5.13 For each of the following elliptic curves, compute the torsion subgroups of
E.Q/,

Y 2 DX3C2; Y 2 DX3CX;

Y 2 DX3C4; Y 2 DX3C4X;

Y 2CY DX3�X2; Y 2 DX3C1;

Y 2�XY C2Y DX3C2X2; Y 2C7XY �6Y DX3�6X2;

Y 2C3XY C6Y DX3C6X2; Y 2�7XY �36Y DX3�18X2;

Y 2C43XY �210Y DX3�210X2; Y 2 DX3�X;

Y 2 DX3C5X2C4X; Y 2C5XY �6Y DX3�3X2;

Y 2 DX3C337X2C20736X:

6 Endomorphisms

Let E be an elliptic curve over k. By an endomorphism of E, we mean a regular map
˛WE ! E such that ˛.O/ D O . Then ˛.K/WE.K/! E.K/ is a homomorphism for all
fields K containing k (see 1.6). The endomorphisms of E become a ring (not necessarily
commutative) when we define

.˛Cˇ/.P /D ˛.P /Cˇ.P /

.˛ˇ/.P /D ˛.ˇ.P //:

The first is a regular map because it is the composite of the regular maps

E
.˛;ˇ/
�! E �E

C
�!E;

and the second is simply the composite of the regular maps ˛ and ˇ. Note that

deg.˛ˇ/D deg.˛/ �deg.ˇ/: (18)

For m 2 Z, we let m denote the endomorphism m idE D .P 7!mP/ of E.

THEOREM 6.1 Let ˛ and ˇ be endomorphisms of E. There exist r;s; t 2 Z, depending only
on ˛ and ˇ, such that

deg.mˇCn˛/D rm2C smnC tn2

for all m;n 2 Z. Moreover,

r D deg.ˇ/� 0; t D deg.˛/� 0; 4rt � s2 � 0:
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PROOF. We defer the proof of the first statement to later in this section. For the second
statement, obviously r D deg.ˇ/� 0 and t D deg.˛/� 0. By definition,

rm2C smnC tn2 D deg.mˇCn˛/� 0

for all m;n 2 Z, and so
rq2C sqC t � 0

for all q 2Q. As

rq2C sqC t D r
�
qC

s
2r

�2
C
�
t �

s2

4r

�
;

on taking q D�s=2r , we see that 4rt � s2 � 0. 2

COROLLARY 6.2 Every endomorphism ˛ of E satisfies a quadratic equation

˛2� s˛C t D 0

with s; t 2 Z and t D deg.˛/. Moreover, 4t � s2 � 0.

PROOF. According to the theorem, there exist integers s and t D deg.˛/ such that

deg.˛Cm/Dm2C smC t D deg.˛�m� s/;

and so (by (18))
deg..˛Cm/.˛�m� s//D

�
m2C smC t

�2
.

But
.˛Cm/.˛�m� s/D ˛2� s˛�m.mC s/;

and so
deg.˛2� s˛Cn/D .�nC t /2

for all integers n of the form �m.sCm/ with m 2 Z. Theorem 6.1 applied to ˛2� s˛ and 1
shows that deg.˛2� s˛Cn/ is a polynomial of degree 2 in n with integer coefficients, and
so the last equality holds for all integers n. In particular,

deg.˛2� s˛C t /D 0:

But the only endomorphism of degree 0 is the constant endomorphism 0. 2

The polynomial f .T /D T 2� sT C t is called the characteristic polynomial of ˛. It is
the unique polynomial in ZŒT � such that f .m/D deg.m�˛/ for all m 2 Z.

PROPOSITION 6.3 Let E be an elliptic curve over a field k. For all integers m> 0 prime to
the characteristic of k, E.kal/m is a free Z=mZ-module of rank 2.

PROOF. When k D C, there is a lattice � in C such that E.C/� C=� (see3 III, 3.10), and
so

E.C/m � 1
m
�=�'�=m�� .Z=mZ/2:

This implies the statement for all fields of characteristic zero (see III, 3.12).

3Chapter III uses nothing from Chapter II after �2.
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Let k be a perfect field of characteristic p ¤ 0, and let W.k/ be the ring of Witt vectors
with coefficients in k (Serre 1979, Chapter II). This is a complete discrete valuation ring
containing Z and such that W.k/=pW.k/D k. For example, W.k/D Zp if k D Fp. Let
E be an elliptic curve over k. Choose a Weierstrass equation for E, and lift it to W.k/. In
this way, we get an elliptic curve QE over the field of fractions K of W.k/. For every finite
extension K 0 of K, the reduction map QE.K 0/m!E.k0/m, where k0 is the residue field of
K 0, is an isomorphism (4.2, 4.3). AsK has characteristic 0, QE.K 0/m is a free Z=mZ-module
of rank 2 for all sufficiently large K 0, and it follows that E.k0/m is a free Z=mZ-module of
rank 2 for all sufficiently large finite extensions k0 of k. 2

Let E be an elliptic curve over a perfect field k, and let ` be a prime not equal to the
characteristic of k. The Tate module T`E of E is defined to be

T`E D lim
 �

E.kal/`n :

In other words, an element of T`E is a sequence a1;a2;a3; : : : with `anD an�1 for all n� 0
and `a1 D 0. There is a natural action of Z` on T`E that makes it into a free Z`-module of
rank 2 such that T`E=`nT`E 'E.kal/`n . Let V`E D T`E˝Z`

Q`.

PROPOSITION 6.4 Let E and ` be as above, and let ˛ be a nonzero endomorphism of E.
The characteristic polynomial of ˛ as an endomorphism of E is equal to the characteristic
polynomial of ˛ acting on V`E. In particular

det.˛jT`E/D deg˛:

PROOF. When k D C, this follows from the fact that T`E ' Z`˝� — see III, �3. In the
general case, if ˛ 2 Z, then both polynomials equal .T �˛/2, and so we may suppose that
˛ … Z. Let P.T / be the characteristic polynomial of ˛ as an endomorphism of E, and regard
it as an element of QŒT �. If P.T / is irreducible in Q`ŒT �, then both polynomials are monic
of degree 2 and satisfied by ˛, and so are equal. Otherwise

QŒ˛�˝QQ` 'Q`�Q`; ˛˝1$ .˛1;˛2/

where ˛1 and ˛2 are the roots of P.T / in Q`. If QŒ˛� acts on V`.E/ through one of
the factors Q`, this would contradict the next proposition. Therefore ˛ acts on V`E with
characteristic polynomial .T �˛1/.T �˛2/D P.T /. 2

COROLLARY 6.5 Let T 2� sT C t be the characteristic polynomial of ˛ acting on T`E.
Then

(a) s; t lie in Z and are independent of `,

(b) 4t � s2 � 0, and

(c) ˛2� s˛C t D 0 (as an endomorphism of E).

PROOF. The characteristic polynomial of ˛ as an endomorphism of E has these properties.2

LEMMA 6.6 Let ˛ be an isogeny E!E 0. If ˛ is divisible by `n in Hom.T`E;T`E 0/, then
it is divisible by `n in Hom.E;E 0/.
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PROOF. The hypothesis implies that ˛ is zero on Eln.kal/, and so (see 1.7) ˛ factors as
˛ D ˛0 ı`n,

0 E`n E E 0

E 0:

`n

˛ ˛0

2

PROPOSITION 6.7 For all primes `¤ char.k/, the natural map

Zl˝End.E/! End.TlE/

is injective with torsion-free cokernel.

PROOF. Lemma 6.6 shows that the map

Z`˝End.E/! End.T`E/

has torsion-free cokernel. It remains to show that it is injective. The elements of Z`˝End.E/
are finite sums X

ci ˝ai ; ci 2 Z`; ai 2 End.E/;

and so it suffices to show that the map Z`˝M ! End.T`E/ is injective for every finitely
generated submodule M of End.E/. Let e1; : : : ; em be a basis for such a M ; we have to
show that T`.e1/; : : : ;T`.em/ are linearly independent over Z` in End.T`E/. We extend
deg by linearity to a function Q˝End.E/!Q. It follows from Theorem 6.1 that the map
degWQM !Q is continuous for the real topology, and so U D fv j deg.v/ < 1g is an open
neighbourhood of 0. As

.QM \End.E//\U � End.E/\U D 0;

we see that QM \End.E/ is discrete in QM , and therefore is a finitely generated Z-module
(ANT, 4.15). Hence there is a common denominator for the elements of QM \End.E/:

(*) there exists an integer N such that N.QM \End.E//�M .
Suppose that T`.e1/; : : : ;T`.em/ are linearly dependent, so that there exist ai 2 Z`, not all
zero, such that

P
aiT`.ei /D 0. For every n 2N, there exist ni 2 Z such that `nj.ai �ni / in

Z` for all i . Then
P
niT`.ei / is divisible by `n in End.T`E/, and so

P
niei is divisible by

`n in End.E/ (by 6.6). Hence N .
P
niei=`

n/ 2N.QM \End.E//: When n is sufficiently
large, jni j` D jai j` and jNai j` > 1=`n for some i with ai ¤ 0. Then jNni=`nj` D jNai j` �
`n > 1, and so Nni=`n … Z. Therefore N .

P
niei=`

n/ does not lie in M , which contradicts
(*). This completes the proof. 2

The proposition shows that End0.E/ def
D End.E/˝Q is a finite-dimensional Q-algebra:

For a nonzero endomorphism of E with characteristic polynomial T 2� sT C t , we let

˛0 D s�˛:

PROPOSITION 6.8 Let ˛ and ˇ be endomorphisms of E. Then .˛Cˇ/0D ˛0Cˇ0, .˛ˇ/0D
ˇ0˛0, and

˛˛0 D deg.˛/D ˛0˛:
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PROOF. Let ` be a prime number¤ char.k/, and let ˛ act on T`E as the matrix AD
�
a b
c d

�
.

Then s is the trace aCd of A, and ˛0 act on T`E as the matrix A0 D
�
d �b
�c a

�
, and so all

statements are obvious. 2

An involution of a finite-dimensional Q-algebra R is a Q-linear map ˛ 7! ˛�WR!R

such that .˛ˇ/� D ˇ�˛� for all ˛;ˇ 2R. It is positive if TrR=Q.˛�˛/ > 0 for all ˛¤ 0. The
proposition shows that ˛ 7! ˛0 defines a positive involution of End0.E/.

THEOREM 6.9 Let E be an elliptic curve over k, and let R D End0.E/. Then .R;0 / is
isomorphic to one of the following:

(a) Q with 0 the identity map;

(b) an imaginary quadratic field F with 0 complex conjugation;

(c) a quaternion4 division algebra Q over Q.
The third case occurs only in characteristic p ¤ 0, and Q is nonsplit at p and1 and split at
all other primes.

PROOF. We begin by listing some properties of .R;0 /, and then we show that any pair with
these properties is isomorphic to one on the above list.

(i) R is a division algebra over Q (because, for every nonzero element ˛ of End.E/, there
exists a ˇ 2 End.E/ such that ˛ˇ Dm for some nonzero integer m; see 1.8).

(ii) Every element of R satisfies a quadratic equation (see 6.2).

(iii) The map ˛ 7! ˛0 is a positive involution of R (see 6.8).

(iv) If char.k/D 0, then R acts faithfully on a 2-dimensional vector space over Q (embed
k in C, and let E.C/D C=�; then End0.E/ acts faithfully on �˝Q; see III, 3.3).

(v) For all primes `¤ char.k/, R˝QQ` acts faithfully on a 2-dimensional vector space
over Q` (see 6.7).

From (v) we see that ŒRWQ�� 4. Let F be the centre of R. Then

ŒRWQ�D ŒRWF �ŒF WQ�;

and it follows from a theorem of Wedderburn that ŒRWF � is a square. There are only four
possibilities, namely,

(a) ŒRWQ�D 1 and RDQ;

(b) ŒRWQ�D 2 and R a field (meaning a commutative field);

(c) ŒRWQ�D 4 and R a quaternion division algebra;

(d) ŒRWQ�D 3 or 4 and R a field.
In case (a), the only (positive) involution on Q is the identity map. In case (b), there is no
positive involution on R unless it is imaginary, in which case the only positive involution is
complex conjugation. Because of (iv), case (c) can only occur in nonzero characteristic p.
As R is a division algebra, it must be nonsplit at a nonzero even number of primes. From (v)
we see that it is split at all primes `¤ p;1, and so it must be nonsplit at p and1. Case (d)
is ruled out by (ii) and the primitive element theorem (FT, 5.1). 2

All possibilities in the theorem occur.
4A quaternion algebra R over a field k is a simple k-algebra of degree 4 with centre k. A field K � k

is said to split R if R˝k K �M2.K/. For a quaternion algebra R over Q, let S.R/ denote the set of prime
numbers or1 such that Ql splits R. Then S.R/ is a finite set that determines R up to isomorphism. The sets of
the form S.R/ are exactly those with a finite even number of elements. The set S.R/ is empty if and only if
R�M2.Q/. (See Wikipedia: quaternion algebra.)
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Proof of Theorem 6.1

It remains to prove the first statement of Theorem 6.1. According to the elementary lemma
(IV, 4.8), for this it suffices to prove that deg satisfies the parallelogram law,

deg.˛Cˇ/Cdeg.˛�ˇ/D 2deg.˛/C2deg.ˇ/; all ˛;ˇ 2 End.E/:

For a geometric proof of the theorem, which applies to all abelian varieties, see Milne
1986a, �12.

Alternatively, it is possible to prove directly that, for any endomorphism ˛ of E, there
exists a unique endomorphism ˛0 such that ˛ ı˛0 D deg.˛/D ˛0 ı˛; moreover, .˛Cˇ/0 D
˛0Cˇ0 for all ˛;ˇ (Silverman 2009, III, 6.2c). But now

deg.˛Cˇ/Cdeg.˛�ˇ/D .aCˇ/.˛Cˇ/0C .˛�ˇ/.˛�ˇ/0

D .˛Cˇ/.˛0Cˇ0/C .˛�ˇ/.˛0�ˇ0/

D 2˛˛0C2ˇˇ0

D 2deg.a/C2deg.ˇ/

as required.
Finally, in the rest of this section, following Cassels 1991, �24, we give an elementary

proof of parallelogram law.
Let k D k0.T /, and let P D .w0Ww1W : : :/ 2 Pn.k/. We call .w0Ww1W : : :/ a primitive

representative for P if w0;w1; : : :k0ŒT � and have gcdD 1. The height h.P / of P is then
defined to be

h.P /Dmax.deg.w0/;deg.w1/; : : :/:

For an elliptic curve E over k and a point P D .xWyWz/ 2 E.K/ such that .xWz/ 2 P1.k/,
define

h.P /D h.x.P /Wz.P //:

LEMMA 6.10 Let P1;P2 2E.K/ be such that h.P1/ and h.P2/ are defined. Then h.P1C
P2/ and h.P1�P2/ are defined, and

h.P1CP2/Ch.P1�P2/� 2h.P1/C2h.P2/CC

for some constant C (independent of P1;P2/:

PROOF. Let P1CP2 D P3 and P1�P2 D P4, and let Pi D .xi Wyi Wzi /. Then

.x3x4Wx3z4Cx4z3Wz3z4/D .w0Ww1Ww2/;

where

w0 D x
2
1x
2
2 �2ax1x2z1z2�4b.x1z1z

2
2Cx2z

2
1z2/Ca

2z21z
2
2 :

w1 D 2.x1x2Caz1z2/.x1z2Cx2z1/C4bz
2
1z
2
2

w2 D .x2z1�x1z2/
2

After choosing .x1Wy1Wz1/ and .x2Wy2Wz2/ to be primitive representatives for P1 and P2, it
is clear that

h.w0Ww1Ww2/� h.P1/
2
Ch.P2/

2
CC
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for some constant C . Here h.w0Ww1Ww2/ is the height of .w0Ww1Ww2/ as a point of P2.k/.
On the other hand, one sees easily that

h.w0Ww1Ww2/� h.P3/Ch.P4/:

On combining these two inequalities, we obtain the required inequality. 2

Now consider an elliptic curve E over k0, defined by a Weierstrass polynomial, so that
k.E/D k0.x;y/ with x transcendental over k0. Let ˛ be an endomorphism of E over k,
and consider ˛�Wk.E/! k.E/.

LEMMA 6.11 Let P be a generic point on E (so P lies in E.k/). We have ˛�.x/ 2 k0.x/,
and

deg.˛/D h.˛P /:

PROOF. Exercise. 2

LEMMA 6.12 Let ˛;ˇ be endomorphisms of E. Then

deg.˛Cˇ/Cdeg.˛�ˇ/D 2deg.˛/C2deg.ˇ/:

PROOF. Let P be a generic point on E (so lying in E.k/). Then

.˛Cˇ/�.P /D ˛�.P /Cˇ�.P /

.˛�ˇ/�.P /D ˛�.P /�ˇ�.P /

and so the last two lemmas show that there exists a constant C such that

deg.˛Cˇ/Cdeg.˛�ˇ/� 2deg.˛/C2deg.ˇ/CC:

Now deg.2/D 4, and so deg.2n˛/D 4n deg.˛/. On replacing ˛ and ˇ with 2n˛ and 2nˇ,
dividing through by 4n, and letting n!1, we obtain the inequality

deg.˛Cˇ/Cdeg.˛�ˇ/� 2deg.˛/C2deg.ˇ/:

Putting ˛0 D ˛Cˇ and ˇ0 D ˛�ˇ in this gives the reverse inequality. 2

NOTES Most of the results in this section go back to Hasse in the 1930s. They play an essential
role in his proof of the Riemann hypothesis for elliptic curves (see IV, �9). Hasse (1936) proved that
the endomorphism algebra End0.E/ of an elliptic curve E is Q, an imaginary quadratic field, or a
definite quaternion algebra. Deuring (1941) determined the structure of the endomorphism rings of
elliptic curves in nonzero characteristic.

Over C, j.�/ is said to be a singular value of j if the corresponding elliptic curve E has
End.E/ ¤ Z. Thus, an elliptic curve E with End.E/ ¤ Z is an “elliptic curve with singular j -
invariant”. Eventually this was shortened to “singular elliptic curve”. By extension, Deuring called
an elliptic curve supersingular if its endomorphism ring has rank 4 over Z. In this case, he showed
that the endomorphism ring is a maximal order.
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7 Néron models

Recall that an elliptic curve E over Qp has a Weierstrass equation

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3; ai 2Qp;

which is uniquely determined up to a change of variables of the form

X D u2X 0C r

Y D u3Y 0C su2X 0C t

with u;r;s; t 2Qp and u¤ 0. Under such a change, the discriminant� transforms according
to �D u12�0. We make a change of variables so that the ai 2 Zp and ordp.�/ is as small
as possible. The new “minimal” equation is uniquely determined up to a change of variables
of the above form with u;r;s; t 2 Zp and u 2 Z�p . We can think of this minimal Weierstrass
equation as defining a curve over Zp, which will be the best “model” of E over Zp among
plane projective curves. We call it the Weierstrass minimal model of E.

Néron showed that if we allow our models to be curves over Zp that are not necessarily
embeddable in P2, then we may obtain a model that is better in some respects than any plane
model. I shall attempt to explain what these Néron models are in this section. Unfortunately,
this is a difficult topic, which requires the theory of schemes for a satisfactory explanation5

and so the exposition will be very superficial. For a detailed account, see Silverman 1994,
Chap. IV.

In order to be able to state Néron’s results, and the earlier results of Kodaira, we need to
expand our notion of a curve to allow “multiple components”. For an affine plane curve, this
means simply that we allow curves to be defined by polynomials f with repeated factors.
For example, the equation

.Y �X/.Y �pX/.Y �p2X/D 0

defines an affine plane curve in the sense of Chapter I. It consists of three irreducible
components, namely, three lines through the origin. Modulo p, the equation becomes

.Y �X/Y 2 D 0;

which is the union of two lines Y �X D 0 and Y D 0, the second of which has multiplicity
2.

2

1

For more general curves, the idea is the same.
5Néron himself did not use schemes. For a long period, the only rigorous foundations for algebraic geometry

were provided by Weil 1946, 1962, which did not allow mixed characteristic. Consequently, those working in
mixed characteristic were forced to devise their own extension of Weil’s foundations, which makes their work
difficult to understand by the modern reader. This, of course, all changed in the early 1960s with Grothendieck’s
schemes, but some authors, Néron included, continued with the old way.
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The work of Kodaira

Before considering Néron models, we look at an analogous situation, which was its precursor.
Consider an equation

Y 2Z DX3Ca.T /XZ2Cb.T /Z3; �.T /
def
D 4a.T /3C27b.T /2 ¤ 0

with a.T /;b.T / 2 CŒT �. We can view this as defining three different objects:
(a) an elliptic curve E over the field C.T /;
(b) a surface S in P2.C/�A1.C/ whose points are the pairs ..xWyWz/; t/ satisfying the

equation;

(c) a family of (possibly degenerate) elliptic curves E.T / parameterized by T .
By (c) we mean the following: for each t0 2 C we have a curve

E.t0/ W Y
2Z DX3Ca.t0/XZ

2
Cb.t0/Z

3; a.t0/;b.t0/ 2 C;

with discriminant �.t0/. This is nonsingular, and hence an elliptic curve, if and only if t0
is not a root of the polynomial �.T /; otherwise, it will have a singularity, and we view it
as a degenerate elliptic curve. Note that the projection P2.C/�A1.C/! A1.C/ induces a
map S ! A1.C/ whose fibres are the curves E.t/. We can view S as a “model” of E over
CŒT � (or over A1.C/). We should choose the equation of E so that �.T / has the smallest
possible degree so that there are as few singular fibres as possible.

For convenience, we now drop the Z, and consider the equation

S W Y 2 DX3Ca.T /XCb.T /; a.T /;b.T / 2 CŒT �;

— strictly, we should work with the family of projective curves.
Let P D .x;y; t/ 2 S.C/, and let f .X;Y;T /DX3Ca.T /XCb.T /�Y 2. Then P is

singular on the curve E.t/ if and only if it satisfies the following equations,

@f

@Y
D�2Y D 0

@f

@X
D 3X2Ca.T /D 0:

It is singular on the surface S if in addition it satisfies the equation,

@f

@T
D
da

dT
XC

db

dT
D 0:

Thus, P might be singular in its fibre E.t/ without being singular on S .

EXAMPLE 7.1 (a) Consider the equation

Y 2 DX3�T; �.T /D 27T 2:

The origin is singular (in fact, it is a cusp) when regarded as a point on the curve E.0/ W
Y 2 D X3, but not when regarded as a point on the surface S W Y 2 D X3�T . In fact, the
tangent plane to S at the origin is the .X;Y /-plane, T D 0.

(b) Consider the equation

Y 2 DX3�T 2; �.T /D 27T 4:
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In this case, the origin is singular when regarded as a point on E.0/ and when regarded as a
point on S .

(c) Consider the equation

Y 2 D .X �1CT /.X �1�T /.XC2/

DX3� .3CT 2/XC2�2T 2:

The discriminant is
�.T /D�324T 2C72T 4�4T 6:

The curve E.0/ is
Y 2 DX3�3XC2D .X �1/2.XC2/;

which has a node at .1;0/. When we replace X �1 in the original equation with X in order
to translate .1;0;0/ to the origin, the equation becomes

Y 2 D .XCT /.X �T /.XC3/

D .X2�T 2/.XC3/

DX3C3X2�T 2X �3T 2:

This surface has a singularity at the origin because its equation has no linear term.

Kodaira (1960) showed that, by blowing up points, and blowing down curves, etc., it is
possible to obtain from the surface

S W Y 2Z DX3Ca.T /XZ2Cb.T /Z3; a.T /;b.T / 2 CŒT �; �ŒT �¤ 0

a new surface S 0 and a regular map S 0! A1 having the following properties:
(a) S 0 is nonsingular;

(b) S 0 regarded as a curve over C.T / is equal to S regarded as a curve over C.T / (for the
experts, the maps S ! A1 and S 0! A1 have the same generic fibres);

(c) the fibres E 0.t0/ of S 0 over A1.C/ are projective curves; moreover E 0.t0/D E.t0/
if the points of E.t0/ are nonsingular when regarded as points on S (for example, if
E.t0/ itself is nonsingular);

(d) S 0 is minimal with the above properties: if S 00! A1 is a second map with properties
(a,b,c), then every regular map S 0! S 00 over A1 that is an isomorphism on the generic
fibres is an isomorphism.

The map S 0! A1 is uniquely determined by these properties up to a unique isomorphism.
Kodaira classified the possible fibres of S 0! A1.

“Blowing up” a nonsingular point P in a surface S leaves the surface unchanged except
that it replaces the point P with the projective space of lines through the origin in the tangent
plane to S at P . For a curve C in S through P , the inverse image of C XP is a curve in the
blown up variety whose closure meets the projective space at the point corresponding to the
tangent line of C at P . Even when S � Pm, the blown-up surface does not have a natural
embedding into a projective space.

EXAMPLE 7.2 To illustrate the phenomenon of “blowing up”, consider the map

� Wk2! k2; .x;y/ 7! .x;xy/:
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Its image omits only the points on the Y -axis where Y ¤ 0. A point in the image is the
image of a unique point in k2 except for .0;0/, which has been “blown up” to the whole of
the Y -axis. In other words, the map is one-to-one, except that the Y -axis has been “blown
down” to a point. The line L W Y D ˛X has inverse image XY D ˛X , which is the union of
the Y -axis and the line Y D ˛; the closure of the inverse image of LXf.0;0/g is the line
Y D ˛. The singular curve

C W Y 2 DX3C˛X2

has as inverse image the curve

Y 2X2 DX3C˛X2;

which is the union of the curveX2D 0 (the Y -axis with “multiplicity” 2) and the nonsingular
curve Y 2 DXC˛. Note that the latter meets the Y -axis at the points .0;˙

p
˛/, i.e., at the

points corresponding to the slopes of the tangents of C at .0;0/.
In this example, .0;0/ in A2.k/ is blown up to an affine line. In a true blowing-up,

it would be replaced by a projective line, and the description of the map would be more
complicated. (See Fulton 1969, Chap. 7, for blow-ups of points in P2.)

The work of Néron

Néron proved an analogue of Kodaira’s result for elliptic curves over Qp.6 To explain his
result, we need to talk about schemes. For the nonexperts, a scheme E over Zp is simply
the object defined by a collection of polynomial equations with coefficients in Zp. The
object defined by the same equations regarded as having coefficients in Qp is a variety E
over Qp called the generic fibre of E=Zp, and the object defined by the equations with the
coefficients reduced modulo p is a variety NE over Fp called the special fibre of E=Zp. For
example, if E is the scheme defined by the equation

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3; ai 2 Zp;

then E is the elliptic curve over Qp defined by the same equation, and NE is the elliptic curve
over Fp by the equation

Y 2ZC Na1XYZC Na3YZ
2
DX3C Na2X

2ZC Na4XZ
2
C Na6Z

3;

where Nai is the image of ai in Z=pZD Fp.
Given an elliptic curveE=Qp , Néron constructs a scheme E over Zp having the following

properties:
(a) E is regular; this means that all the associated local rings are regular local rings, i.e., if

the local ring has dimension d , then its maximal ideal can be generated by d elements.
(For an algebraic variety over an algebraically closed field, “regular” is equivalent to
“nonsingular”.)

(b) the generic fibre of E is the original curve E;

(c) E is proper over Zp; this simply means that NE is a projective curve;

(d) E is minimal with the above properties: if E 0 is a second scheme over Zp having the
properties (a,b,c), then any regular map E ! E 0 over Zp giving an isomorphism on
the generic fibres is an isomorphism.

6More accurately, he showed that Kodaira’s results for curves over the discrete valuation ring CŒŒT �� also
apply to curves over any complete valuation rings with perfect residue field.
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Moreover, Néron classified the possible special fibres over Fal
p and obtained essentially the

same list as Kodaira.
The curve E over Zp is called the complete Néron (minimal) model. It has some defects:

we need not have E.Zp/' E.Qp/; it does not have a group structure; its special fibre NE
may be singular. All three defects are eliminated by simply removing all singular points and
multiple curves in the special fibre. One then obtains the smooth Néron (minimal) model,
which however has the defect that it not proper.

Given an elliptic curve E over Qp we now have three models over Zp:
(a) Ew , the Weierstrass minimal model of E;

(b) E , the complete Néron model of E;

(c) E 0, the smooth Néron model of E.
They are related as follows: to get E 0 from E , remove all multiple curves and singular points;
to get the Weierstrass model with the singular point in the closed fibre removed from E 0,
remove all connected components of the special fibre except that containing O .

ASIDE 7.3 By definition, an abelian variety is a projective algebraic variety with a group structure
defined by regular maps. Thus, an abelian variety of dimension 1 is an elliptic curve. Much (but not
all) of the theory of elliptic curves extends to all abelian varieties, but, because it is no longer possible
to write equations, the proofs require much more of the machinery of algebraic geometry. For an
abelian variety of dimension > 1, only the smooth Néron minimal model exists.

The different types

We describe three of the possible ten (or eleven, depending how one counts) different
types of models using both Kodaira’s numbering (I0;In;II; : : :) and Néron’s numbering
(a;bn; c1; : : :). We describe the special fibre over the algebraic closure of Fp rather than Fp
itself. For example, in the case of nodal reduction (type (In, bn)), the identity connected
component of the special fibre of the smooth Néron model will be a twisted Gm over Fp
unless the tangents are rational, and some of the components of the special fibre might not
be rational over Fp.
(I0, a) In this case E has good reduction and all three models are the same.

(In, bn), n > 1 In this case E has nodal reduction; let nD ordp.�/; the special fibres for
the three models are the following:

(a) a cubic curve with a node;
(b) n curves, each of genus 0, each intersecting exactly two other of the curves;
(c) an algebraic group G such that the identity component Gı of G is Gm, and such

that G=Gı is a cyclic group of order n.

(a) (b)

Same, but with
the points of
intersection

removed.
(c)

(I�0 , c4) In this case E has cuspidal reduction and ordp.�/D 6 (p ¤ 2); the special fibres
for the three models are the following:
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(a) a cubic curve with a cusp;

(b) four disjoint curves of genus 0 and multiplicity 1, together with one curve of
genus 0 and multiplicity 2 crossing each of the four curves transversally;

(c) an algebraic group G whose identity component is Ga and such that G=Gı is a
group of order 4 isomorphic to Z=2Z�Z=2Z.

(a)

1
1

1
1

2

(b)

Same, but with
the multiple

curve, including
its points of
intersection,

removed.
(c)

When the minimal equation is used, the mysterious quotient E.Qp/

E0.Qp/
of �4 is equal to

G.Fp/

Gı.Fp/
, where G is the special fibre of the smooth Néron model and Gı is the identity

component of G. In the above three examples, it is (a) the trivial group; (b) a subgroup of a
cyclic group of order n (and equal to a cyclic group of order n if E has split nodal reduction);
(c) a subgroup of .Z=2Z/2.

Summary of minimal models .E;E ; NE/:

Weierstrass complete Néron smooth Néron

E a plane curve Yes Not always Not always

E regular Not always Yes Yes

NE projective Yes Yes Not always

NE nonsingular Not always Not always Yes

NE a group Not always Not always Yes

8 Algorithms for elliptic curves

About 1965, Weil suggested that there is a precise correspondence between elliptic curves
over Q with a fixed conductor N and cusp forms of dimension �2 for �0.N / (Weil 1967;
see V, �5). This prompted Tate7 to find algorithms for computing the minimal Weierstrass
equation, discriminant, conductor, j -invariant, fibres of the Néron model, etc., of an elliptic
curve over Q so that Weil’s idea could be tested. He included them in the letter to Cassels
mentioned earlier (p. 53), which was published as Tate 1975. These are painful for humans to

7“I wrote to Cassels from Paris that same year 65–66. I believe it was in the fall. Early that summer, Weil
had told me of the idea that all elliptic curves over Q are modular. That motivated Swinnerton-Dyer to make a
big computer search for elliptic curves over Q with not too big discriminant, in order to test Weil’s idea. But of
course it was necessary to be able to compute the conductor to do that test. That was my main motivation. I
don’t know why I wrote to Cassels rather than Swinnerton-Dyer. Maybe because I knew him much better.” Tate,
personal communication.
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use, but easy for computers. Fortunately, they have been implemented in computer programs,
for example, in the program Pari/gp, which is specifically designed for calculations in
algebraic number theory, including elliptic curves. In the following, I explain how to use Pari
as a supercalculator. You can also program it, but for that you will have to read the manual.

Recall (p. 52) that the general Weierstrass equation of an elliptic curve E over a field k is

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3;

and that we attach to the curve quantities b2, b4, b6, b8, c4, c6 and

�D�b22b8�8b
3
4 �27b

2
6C9b2b4b6

j D c34=�:

The curve is nonsingular if and only if �¤ 0. The differential one-form ! D dx
2yCa1xCa3

is
invariant under translation. A Weierstrass equation for an elliptic curve E is unique up to a
coordinate transformation of the form

X D u2X 0C r Y D u3Y 0C su2X 0C t ; u;r; s; t 2 k; u¤ 0:

The quantities �, j , ! transform according to the rules:

u12�0 D�; j 0 D j; !0 D u!:

A minimal Weierstrass equation for an elliptic curve E over Q is an equation of the
above form with the ai 2 Z and � minimal. It is unique up to a coordinate transformation of
the above form with r;s; t;u 2 Z and u 2 Z� D f˙1g.

In gp (grande calculatrice pari), an elliptic curve is specified by giving a vector
v=[a1,a2,a3,a4,a6].

e=ellinit(v,1) Defines e to be the elliptic curve Y 2Ca1XYZC�� � and computes the
13-component vector

Œa1;a2;a3;a4;a6;b2;b4;b6;b8; c4; c6;�;j �

e=ellinit(v) Defines e to be the elliptic curve Y 2C a1XYZC �� � and computes the
above 13-component vector plus some other information useful for other computations.

elladd(e,z1,z2) Computes the sum of the points z1=[x1,y2] and z2=[x2,y2] on e.
elltors(e) Computes [t,v1,v2], where t is the order ofE.Q/tors, v1 gives the structure

of E.Q/tors as a product of cyclic groups, and v2 gives the generators of the cyclic
groups.

ellglobalred(e) Computes the vector [N,v,c], where N is the conductor of the curve
and v=[u,r,s,t] is the coordinate transformation giving the Weierstrass minimal
model with a1 D 0 or 1, a2 D 0;1;�1, and a3 D 0;1. Such a model is unique.

e0=ellchangecurve(e,v) Changes e to e0, where e0 is the 13C-component vector corre-
sponding to the curve obtained by the change of coordinates v=[u,r,s,t].

ellocalred(e’,p) Computes the type of the reduction at p using Kodaira’s notation. It
produces [f,n,...], where f is the exponent of p in the conductor of e, nD 1 means
good reduction (type I0), nD 2;3;4 means reduction of type II,III,IV, nD 4C� means
type I� , and �1, �2 etc. mean I� II� etc.

ellap(e,p) Computes ap
def
D pC1�#E.Fp/. Requires e to be minimal at p.

ellan(e,n) Computes the first n ak . Requires e to be minimal at p.



8. Algorithms for elliptic curves 83

ellgenerators(e) Computes a basis for E.Q/=tors (requires John Cremona’s elliptic
curve data to be available).

Example.
Start gp
gp> v=[0,-4,0,0,16] Sets v equal to the vector .0;�4; : : :/.
%1=[0,-4,0,0,16]

gp> ellinit(v,1) Computes the vector .a1; : : : ;j /.
%2=[0,-4,0,0,16,-16,0,64,-256,256,-9728,-45056,-4096/11] For example,�D
�45056 and j D�4096=11.

gp> e=ellinit(v) Computes the vector .a1; : : : ;j; : : :/ and sets e equal to the ellip-
tic curve Y 2 DX3�4X2C16.

%3=[0,-4,0,0,16,...]

gp> elltors(e) Computes the torsion subgroup (it is cyclic of order 5/.
%4=[5,[5],[0,4]]

gp> ellglobalred(e) Computes the minimum conductor and the change of coor-
dinates required to give the minimal equation.

%5=[11, [2,0,0,4],1]

gp> ellchangecurve(e,[2,0,0,4])

%6=[0,-1,1,0,0,-4,0,1,-1,16,-152,-11,-4096/11,...] Computes the minimal
equation for E, Y 2CY DX3�X2, which now has discriminant �11 but (of course)
the same j -invariant.

gp> elllocalred(%6,2)

%7 = [0,1,[1,0,0,0],1] So E now has good reduction at 2.
gp> elllocalred(%6,11)

%8 = [1,5,[1,0,0,0],1] So E has bad reduction at 11, with conductor 111 (hence the
singularity is a node), and the Kodaira type of the special fibre of the Néron model is
I1.

gp> ellap(%6,13) Computes a13.
%9=4 So #E.F13/D 13C1�4D 10:
gp> ellgenerators(e)

%10=[] So E.Q/ is finite.
gp> ellinit([6,-3,9,-16,-14])

%11=[6,-3,9,-16,-14,24,22,25,29,48,-216,37,110592/37,...]

gp> ellgenerators(%11)

%12=[[-2,2]] So E.Q/=tors is free of rank one generated by .�2;2/.
Pari/gp is freely available from https://pari.math.u-bordeaux.fr/. The following
sources are recommended: the books Cohen 1993, 2000, and Cremona 1997; the database
The L-functions and Modular Forms Database (https://www.lmfdb.org/); the article
Best et al. 2020.

https://pari.math.u-bordeaux.fr/
https://www.lmfdb.org/




Chapter III

Elliptic Curves over the Complex
Numbers

The case of the ground field C is just the classical
theory of elliptic functions which can be found in
any sufficiently old-fashioned text-book of analysis.

Cassels 1966.

The theory of elliptic curves simplifies when the base field is the complex numbers.

1 Lattices and bases

A lattice in C is any subgroup generated by two complex numbers that are linearly indepen-
dent over R. Thus

�D Z!1CZ!2; some !1;!2 2 C;

and since neither !1 nor !2 is a real multiple of the other, we can order them so that
=.!1=!2/ > 0. If f!01;!

0
2g is a second pair of elements of �, then

!01 D a!1Cb!2; !02 D c!1Cd!2; some a;b;c;d 2 Z;

i.e., �
!01
!02

�
D A

�
!1
!2

�
;

with A a 2�2 matrix with integer coefficients. The pair .!01;!
0
2/ is a Z-basis for � if and

only if A is invertible and so has determinant˙1. Let z D !1=!2 and z0 D !01=!
0
2; then

=.z0/D=

�
azCb

czCd

�
D
=.adzCbc Nz/

jczCd j2
D
.ad �bc/=.z/

jczCd j2

and so =.!01=!
0
2/ > 0 if and only if detA> 0. Therefore, the group SL2.Z/ of matrices with

integer coefficients and determinant 1 acts transitively on the set of bases .!1;!2/ for �
with =.!1=!2/ > 0. We have proved the following statement.

PROPOSITION 1.1 Let M be the set of pairs of complex numbers .!1;!2/ such that
=.!1=!2/ > 0, and let L be the set of lattices in C. Then the map .!1;!2/ 7! Z!1CZ!2
induces a bijection

SL2.Z/nM ! L: (19)

85
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Here SL2.Z/nM denotes the set of orbits in M for the action�
a b

c d

��
!1
!2

�
D

�
a!1Cb!2
c!1Cd!2

�
:

Let H be the complex upper half-plane,

HD fz 2 C j =.z/ > 0g:

Let z 2 C� act on M by the rule z.!1;!2/D .z!1;z!2/ and on L by the rule z�D fz� j
� 2�g. The map .!1;!2/ 7! !1=!2 induces a bijection

M=C�!H: (20)

The action of SL2.Z/ on M corresponds to the action�
a b

c d

�
� D

a�Cb

c�Cd

on H. On combining (19) and (20), we obtains bijections

L=C� SL2.Z/nM=C� SL2.Z/nH

.Z!1CZ!2/ �C� SL2.Z/ � .!1;!2/ �C� SL2.Z/ �
!1

!2
:

1W1 1W1

For a lattice � with basis f!1;!2g, the interior of any parallelogram with vertices z0,
z0C!1, z0C!2, z0C!1C!2 is called a fundamental domain or period parallelogram
for �: We usually choose z0 so that the domain contains 0.

2 Doubly periodic functions

Let � be a lattice in C. To give a function on C=� is the same as giving a function on C
such that

f .zC!/D f .z/ (as functions on C) (21)

for all ! 2�. If f!1;!2g is a basis for �, then this condition is equivalent to�
f .zC!1/D f .z/

f .zC!2/D f .z/
:

For this reason, functions satisfying (21) are said to be doubly periodic. In this section, we
study meromorphic functions on C that are doubly periodic meromorphic for a lattice�, and
in the next section we interpret these functions as meromorphic functions on the quotient
Riemann surface C=�.

PROPOSITION 2.1 Let f .z/ be a doubly periodic meromorphic function for �, not identi-
cally zero, and let D be a fundamental domain for � such that f has no zeros or poles on
the boundary of D. Then

(a)
P
P2D ResP .f /D 0I

(b)
P
P2D ordP .f /D 0I
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(c)
P
P2D ordP .f / �P � 0 mod�.

The first sum is over the points in D where f has a pole, and the other sums are over the
points where it has a zero or pole (and ordP .f / is the order of the zero or the negative of the
order of the pole). Each sum is finite.

PROOF. According to the residue theorem (Cartan 1963, III, 5.2),Z
�

f .z/dz D 2�i
X
P2D

ResP .f /;

where � is the boundary of D. Because f is periodic, the integrals over opposite sides of D
cancel, and so the integral is zero. This gives (a). For (b) one applies the residue theorem to
f 0=f , noting that this is again doubly periodic and that ResP .f 0=f /D ordP .f /. For (c)
one applies the residue theorem to z �f 0.z/=f .z/. This is no longer doubly periodic, but the
integral of it around � lies in �. 2

COROLLARY 2.2 A nonconstant doubly periodic meromorphic function has at least two
poles (or one double pole).

PROOF. A holomorphic doubly periodic function is bounded on the closure of any fun-
damental domain (by compactness), and hence on the entire plane (by periodicity). It is
therefore constant by Liouville’s theorem (Cartan 1963, III, 1.2). It is impossible for a
doubly periodic meromorphic function to have a single simple pole in a period parallelogram
because, by (a) of the proposition, the residue at the pole would have to be zero there, and so
the pole would not be simple. 2

The Weierstrass } function

Let � be a lattice in C. The Riemann–Roch theorem applied to the quotient C=� proves the
existence of nonconstant doubly periodic meromorphic functions for �, but here we shall
construct them explicitly. When G is a finite group acting on a set S , it is easy to construct
functions invariant under the action of G: take f to be any function f WS ! C, and define

F.s/D
X
g2G

f .gs/I

then F.g0s/D
P
g2G f .g

0gs/D F.s/ because, as g runs over G, so does g0g; thus F is
invariant, and (obviously) all invariant functions are of this form. When G is not finite, we
have to verify that the series converges — in fact, in order for the result to be independent of
the order of summation, we need (at least) absolute convergence.

Let D be an open subset of C, and let f0;f1; : : : be a sequence of holomorphic functions
on D. Recall (Cartan 1963, I, 2) that the series

P
nfn is said to converge normally on a sub-

set A ofD if the series of positive terms
P
n kfnk converges, where kfnk D supz2A jfn.z/j.

The series
P
nfn is then both uniformly convergent and absolutely convergent on A. When

f0;f1; : : : is a sequence of meromorphic functions, the series is said to converges normally
on A if, after a finite number of terms fn have been removed, it becomes a normally con-
vergent series of holomorphic functions (ibid., V, 2). If a series

P
nfn of meromorphic

functions is normally convergent on compact subsets of D, then the sum f of the series is
a meromorphic function on D; moreover, the series of derivatives converges normally on
compact subsets of D, and its sum is the derivative of f (ibid., V, 2).
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Now let '.z/ be a meromorphic function C and write

˚.z/D
X
!2�

'.zC!/:

Assume that as jzj !1, '.z/! 0 so fast that the series for ˚.z/ is normally convergent
on compact subsets. Then ˚.z/ is doubly periodic with respect to �, because replacing z by
zC!0 for some !0 2� merely rearranges the terms in the sum.

To prove the normal convergence for the functions we are interested in, we shall need
the following result.

LEMMA 2.3 For every lattice � in C, the series
P
!2�;!¤0 1= j!j

3 converges.

PROOF. Let !1;!2 be a basis for �, and, for each integer n� 1, consider the parallelogram

P.n/D fa1!1Ca2!2 j a1;a2 2 R, max.ja1j; ja2j/D ng .

There are 8n points of � on P.n/, and the distance between 0 and any of them is at least kn,
where k is the shortest distance from 0 to a point of P.1/\�. Therefore, the contribution
of the points on P.n/ to the sum is bounded by 8n=k3n3, and soX

!2�;!¤0

1

j!j3
�
8

k3

X
n

1

n2
<1:

2

We know from 2.2 that the simplest possible nonconstant doubly periodic meromorphic
function is one with a double pole at each point of � and no other poles. Suppose that f .z/
is such a function. Then f .z/�f .�z/ is doubly periodic with no poles except perhaps
simple ones at the points of �. Hence it must be constant, and since it is an odd function it
must vanish. Thus f .z/ is even, and we can make it unique by imposing the normalization
condition

f .z/D z�2C0Cz2g.z/

with g.z/ holomorphic near zD 0. There is such a function, namely, the Weierstrass function
}.z/, but we cannot define it directly from 1=z2 by the method at the start of this subsection
because

P
!2� 1=.zC!/

2 is not normally convergent. Instead, we define

}.z/D
1

z2
C

X
!2�, !¤0

�
1

.z�!/2
�
1

!2

�

}0.z/D
X
!2�

�2

.z�!/�3
:

PROPOSITION 2.4 The two series above converge normally on compact subsets of C, and

their sums } and }0 are doubly periodic meromorphic functions on C with }0 D
d}

dz
.

PROOF. Note that }0.z/D
P
!2�'.z/ with '.z/D �2

z3 D
d
dz

�
1
z2

�
, and that

P
!2�'.zC

!/ converges normally on any compact disk jzj � r by comparison with
P 1

j!j3
. Thus,

}0.z/ is a doubly periodic meromorphic function on C by the above remarks.
For jzj � r , and for all but the finitely many ! with j!j � 2r , we have thatˇ̌̌̌

1

.z�!/2
�
1

!2

ˇ̌̌̌
D

ˇ̌̌̌
�z2C2!z

!2.z�!/2

ˇ̌̌̌
D

ˇ̌
z
�
2� z

!

�ˇ̌ˇ̌
!3
ˇ̌ ˇ̌
1� z

!

ˇ̌2 � r 5
2ˇ̌

!3
ˇ̌
�
1
4

D
10r

j!j3

and so }.z/ also converges normally on the compact disk jzj � r . Because its derivative is
doubly periodic, so also is }.z/. 2
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Eisenstein series

Let � be a lattice in C, and consider the sumX
!2�; !¤0

1

!n
:

The map ! 7! �!W�!� has order 2, and its only fixed point is 0. Therefore �Xf0g is a
disjoint union of its orbits, and it follows that the sum is zero if n is odd. We write

G2k.�/D
X

!2�; !¤0

1

!2k
;

and we let G2k.z/DG2k.ZzCZ/, z 2H. Note that

G2k.c�/D c
�2kG2k.�/ for c 2 C�;

and so G2k.Z!1CZ!2/D !�2k2 G2k.Z!1

!2
CZ/:

PROPOSITION 2.5 For all integers k � 2, G2k.z/ converges to a holomorphic function on
H.

PROOF. Let
D D fz 2 C j jzj � 1; j<.z/j � 1=2g:

For z 2D,

jmzCnj2 Dm2z NzC2mn<.z/Cn2 �m2�mnCn2 D jm��nj2;

where �D e2�i=3. Therefore, Lemma 2.3 shows that, for k � 2, G2k.z/ converges normally
on D. For all A 2 SL2.Z/, G2k.A�1z/ also converges normally on D, which shows that
G2k.z/ converges normally on AD. In V, 1.3, we shall see that the sets AD cover H, and so
this shows that G2k.z/ is holomorphic on the whole of H. 2

The functions G2k.�/ and G2k.z/ are called Eisenstein series.

The field of doubly periodic meromorphic functions

Fix a lattice � in C, and let }.z/ be the Weierstrass } function for �. The doubly periodic
functions for � form a subfield of the field M.C/ of meromorphic functions on C, which
we now determine.

PROPOSITION 2.6 There is the following relation between } and }0,

}0.z/2 D 4}.z/3�g4}.z/�g6;

where g4 D 60G4.�/ and g6 D 140G6.�/:

PROOF. We compute the Laurent expansion of }.z/ near 0. Recall that for jt j< 1,

1

1� t
D 1C tC t2C�� � :
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On differentiating this, we find that

1

.1� t /2
D

X
n�1

ntn�1 D
X
n�0

.nC1/tn:

Hence, for jzj< j!j,

1

.z�!/2
�
1

!2
D

1

!2

 
1�

1� z
!

�2 �1
!
D

X
n�1

.nC1/
zn

!nC2
:

On putting this into the definition of }.z/ and changing the order of summation, we find
that for jzj< j!j,

}.z/D
1

z2
C

X
n�1

X
!¤0

.nC1/
zn

!nC2

D
1

z2
C

X
k�1

.2kC1/G2kC2.�/z
2k

D
1

z2
C3G4z

2
C5G6z

4
C�� � :

Therefore,

}0.z/D�
2

z3
C6G4zC20G6z

3
C�� � :

These expressions contain enough terms to show that the Laurent expansion of

}0.z/2�4}.z/3C60G4.�/}.z/C140G6.�/

has no nonzero term in zn with n� 0. Therefore this function is holomorphic at 0 and takes
the value 0 there. Since it is doubly periodic and has no poles in a suitable fundamental
domain containing 0, we see that it is constant, and in fact zero. 2

PROPOSITION 2.7 The field of doubly periodic meromorphic functions is the subfield
C.};}0/ of M.C/ generated by } and }0, i.e., every doubly periodic meromorphic function
can be expressed as a rational function of } and }0.

PROOF. We begin by showing that every even doubly periodic meromorphic function f lies
in C.}/.

Observe that, because f .z/D f .�z/, the kth derivative of f ,

f .k/.z/D .�1/kf .k/.�z/:

Therefore, if f has a zero of orderm at z0, then it has a zero of orderm at �z0. On applying
this remark to 1=f , we obtain the same statement with “zero” replaced by “pole”.

Similarly, because f .2kC1/.z0/D�f .2kC1/.�z0/, if z0 ��z0 mod �, then the order
of zero (or pole) of f at z0 is even.

Choose a set of representatives mod � for the zeros and poles of f not in � and number
them z1; : : : ; zm, �z1; : : : ;�zm, zmC1; : : : ; zn so that (modulo �)

zi 6� �zi ; 1� i �m

zi ��zi 6� 0; m < i � n.
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Let mi be the order of f at zi ; according to the second observation, mi is even for i > m.
Now }.z/�}.zi / is also an even doubly periodic function. Since it has exactly two

poles in a fundamental domain, it must have exactly two zeros there. When i �m, it has
simple zeros at ˙zi ; when i > m, it has a double zero at zi (by the second observation).
Define

g.z/D
Qm
iD1.}.z/�}.zi //

mi �
Qn
iDmC1.}.z/�}.zi //

mi=2:

Then f .z/ and g.z/ have exactly the same zeros and poles at points z not on �. We deduce
from 2.1b that they also have the same order at z D 0, and so f=g, being holomorphic and
doubly periodic, is constant: f D cg 2 C.}/.

Now consider an arbitrary doubly periodic meromorphic function f . We can write f as
the sum of an even and of an odd doubly periodic function,

f .z/D
f .z/Cf .�z/

2
C
f .z/�f .�z/

2
:

We know the even doubly periodic meromorphic functions lie in C.}/, and clearly the odd
doubly periodic meromorphic functions lie in }0 �C.}/. 2

Let

CŒx;y�D
CŒX;Y �

.Y 2�4X3Cg4XCg6/
;

and let CŒ};}0� be the C-algebra of meromorphic functions on C generated by } and }0.
Proposition 2.6 shows that the map .X;Y / 7! .}.z/;}0.z// defines a homomorphism

CŒx;y�! CŒ};}0�;

which we shall show to be an isomorphism. For this, we have to show that the only
polynomials g.X;Y / 2 CŒX;Y � such that g.};}0/D 0 are those divisible by f .X;Y / def

D

Y 2�4X3Cg4XCg6. The theory of resultants (I, 1.24) shows that, for any polynomial
g.X;Y /, there exist polynomials a.X;Y / and b.X;Y / such that

a.X;Y /f .X;Y /Cb.X;Y /g.X;Y /D r.X/ 2 CŒX�

with degY .b/ < degY .f /. If g.};}0/ D 0, then r.}/ D 0, but it is easy to see that } is
transcendental over C (for example, it has infinitely many poles). Therefore r D 0, and so
f .X;Y / divides b.X;Y /g.X;Y /. As f .X;Y / is irreducible, it must divide either b.X;Y /
or g.X;Y /. Because of the degrees, it cannot divide b, and so it must divide g.

The isomorphism CŒx;y�! CŒ};}0� induces an isomorphism on the fields of fractions

C.x;y/! C.};}0/:

Thus, C.x;y/ is canonically isomorphic to the field of all doubly periodic meromorphic
functions for �.

3 Elliptic curves as Riemann surfaces

The notion of a Riemann surface

Let X be a connected Hausdorff topological space admitting a countable base for its open
sets. A coordinate neighbourhood for X is a pair .U;z/ with U an open subset of X and
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z a homeomorphism of U onto an open subset of the complex plane C. Two coordinate
neighbourhoods .U1;z1/ and .U2;z2/ are compatible if the function

z1 ı z
�1
2 Wz2.U1\U2/! z1.U1\U2/

and its inverse are holomorphic. A family of coordinate neighbourhoods .Ui ;zi /i2I is a
coordinate covering if X D

S
i Ui and .Ui ;zi / is compatible with .Uj ;zj / for all pairs

.i;j / 2 I �I . Two coordinate coverings are said to be equivalent if the their union is also a
coordinate covering. This defines an equivalence relation on the set of coordinate coverings,
and an equivalence class is called a complex structure on X . The space X equipped with a
complex structure is a Riemann surface.

Let X be a Riemann surface. A function f WU ! C on an open subset U of X is
holomorphic if it satisfies the following condition for one (hence every) coordinate covering
.Ui ;zi /i2I in the equivalence class defining the complex structure: f ız�1i Wzi .U \Ui /!C
is holomorphic for all i 2 I .

A map f WX ! X 0 from one Riemann surface to a second is holomorphic if g ı f
is holomorphic whenever g is a holomorphic function on an open subset of X 0. For this,
it suffices to check, for some coordinate coverings of X and X 0, that for every point P
in X , there are coordinate neighbourhoods .U;z/ of P and .U 0;z0/ of f .P / such that
z0 ıf ı z�1Wz.U /! z0.U 0/ is holomorphic. An isomorphism of Riemann surfaces is a
bijective holomorphic map.

Recall that a meromorphic function on an open subset U of C is a holomorphic function
f on U X� for some discrete subset � � U having at worst a pole at each point of � , i.e.,
such that for every a 2 � , there exists an m for which .z�a/mf .z/ is holomorphic in a
neighbourhood of a. A meromorphic function on an open subset of a Riemann surface is
defined similarly. Equivalently it is a holomorphic map from the Riemann surface to the
Riemann sphere (Cartan 1963, VI, 4.5).

EXAMPLE 3.1 Every open subset U of C is a Riemann surface with a single coordinate
neighbourhood, namely, U itself with the identity map z.

EXAMPLE 3.2 Consider the unit sphere

S2 WX
2
CY 2CZ2 D 1

in R3, and let P be the north pole .0;0;1/. Stereographic projection from P is the map

.x;y;z/ 7!
xC iy

1�z
WS2XP ! C:

Take this to be a coordinate neighbourhood for S2. Stereographic projection from the south
pole gives a second coordinate neighbourhood. These two coordinate neighbourhoods define
a complex structure on S2, and S2 together with this complex structure is called the Riemann
sphere. On the other hand, P1.C/ acquires a complex structure from the coordinate covering
P1.C/D U0.C/[U1.C/,

U0.C/
def
D f.xWy/ j x ¤ 0g C

U1.C/
def
D f.xWy/ j y ¤ 0g C:

.xWy/7!y=x

'

.xWy/7!x=y

'

The map .x;y;z/ 7! .xWyWz/WS2! P1.C/ is an isomorphism of Riemann surfaces.
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Differential one-forms on Riemann surfaces

A differential one-form on an open subset of C is simply an expression ! D fdz, with f a
meromorphic function. Given a smooth curve 


t 7! z.t/W Œa;b�! C; Œa;b�D ft 2 R j a � t � bg;

we can form the integral Z



! D

Z b

a

f .z.t// � z0.t/ �dt 2 C:

Now consider a compact Riemann surface X . If ! is a differential one-form on X and
.Ui ;zi / is a coordinate neighbourhood for X , then !jUi D fi .zi /dzi . If .Uj ;zj / is a second
coordinate neighbourhood, so that zj D w.zi / on Ui \Uj , then

fi .zi /dzi D fj .w.zi //w
0.zi /dzi

on Ui \Uj . Thus, to give a differential one-form on X is the same as giving a differential
one-form fidzi on each Ui satisfying the above equation on the overlaps. For any (real)
curve 
 WI !X and differential one-form ! on X , the integral

R

 ! makes sense.

A differential one-form is holomorphic if it is represented on the coordinate neighbour-
hoods by forms fdz with f holomorphic.

It is an important fact that the holomorphic differential one-forms on a Riemann surface
of genus g form a complex vector space ˝1.X/ of dimension g.

For example, the Riemann sphere S has genus 0 and so should have no nonzero holomor-
phic differential one-forms. Note that dz is holomorphic on CD S Xf north poleg, but that
z D 1=z0 on S Xf polesg, and so dz D� 1

z02
dz0, which has a pole at the north pole. Hence

dz does not extend to a holomorphic differential one-form on the whole of S .

Quotients of C by lattices

Let � be a lattice in C. Topologically the quotient C=� is isomorphic to R2=Z2, which
is a one-holed torus (the surface of a donut). Write � WC! C=� for the quotient map.
Then C=� has a unique complex structure for which � is a local isomorphism of Riemann
surfaces. It can be described as follows: for all P 2 C=� and Q 2 f �1.P /, there exist
open neighbourhoods U of P and V of Q such that �jV WV ! U is a homeomorphism; the
coordinate neighbourhoods .U;.�jV /�1WU ! V / form a coordinate covering of C=�, and
so define a complex structure on C=�. Relative to this structure, a function 'WU ! C on
an open subset U of C=� is holomorphic (resp. meromorphic) if and only if the composite
' ı� W��1.U /! C is holomorphic (resp. meromorphic) in the usual sense.

We shall see that, although any two quotients C=�, C=�0 are homeomorphic, they will
be isomorphic as Riemann surfaces only if �0 D ˛� for some ˛ 2 C�.

The holomorphic maps C=�! C=�0

Let � and �0 be lattices in C. The map � WC! C=� realizes C as the universal covering
space of C=�. As the same is true of � 0WC!C=�0, every continuous map 'WC=�!C=�0
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such that '.0/D 0 lifts uniquely to a continuous map Q'WC! C such that Q'.0/D 0,

C C

C=� C=�0:

Q'

� � 0

'

Because � and � 0 are local isomorphisms of Riemann surfaces, the map ' is holomorphic if
and only if Q' is holomorphic.

PROPOSITION 3.3 Let � and �0 be lattices in C. A complex number ˛ such that ˛���0

defines a holomorphic map
Œz� 7! Œ˛z�WC=�! C=�0

sending 0 to 0, and every holomorphic map C=�! C=�0 sending 0 to 0 is of this form (for
a unique ˛).

PROOF. It is obvious from the above remarks that ˛ defines a holomorphic map C=�!
C=�0. Conversely, let 'WC=�!C=�0 be a holomorphic map such that '.0/D 0, and let Q'
be its unique lifting to a holomorphic map C! C sending 0 to 0. For every ! 2�, the map
z 7! Q'.zC!/� Q'.z/ is continuous and takes values in �0 � C; because C is connected and
�0 is discrete, the map must be constant, and so its derivative is zero,

Q'0.zC!/D Q'0.z/:

Therefore Q'0.z/ is doubly periodic. As it is holomorphic, it must be constant, say, Q'0.z/D ˛
for all z. On integrating, we find that Q'.z/D ˛zCˇ, and ˇ D Q'.0/D 0. 2

COROLLARY 3.4 Riemann surfaces C=� and C=�0 are isomorphic if and only if �0 D ˛�
for some ˛ 2 C�:

PROOF. If C=� and C=�0 are isomorphic, then every isomorphism C=�! C=�0 is of the
form Œz� 7! Œ˛z� for some ˛ 2 C, and so �0 D ˛�. Conversely, if �0 D ˛�, then Œz� 7! Œ˛z�

is an isomorphism C=�! C=�0. 2

COROLLARY 3.5 Every holomorphic map C=�!C=�0 sending 0 to 0 is a homomorphism
of groups.

PROOF. Clearly Œz� 7! Œ˛z� is a homomorphism of groups. 2

The proposition shows that

Hom.C=�;C=�0/' f˛ 2 C j ˛���0g;

and the first corollary shows that there is a one-to-one correspondence

fC=� modulo isomorphismg  ! L=C�:
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The elliptic curve E.�/

Let � be a lattice in C.

LEMMA 3.6 The polynomial f .X/D 4X3�g4.�/X �g6.�/ has distinct roots.

PROOF. The function }0.z/ is odd, so }0.!1=2/D�}0.�!1=2/, and doubly periodic, so
}0.!1=2/D }

0.�!1=2/. Thus, }0.!1=2/D 0, and Proposition 2.6 shows that }.!1=2/ is
a root of f .X/. The same argument shows that }.!2=2/ and }..!1C!2/=2/ are also roots
of f .X/. It remains to prove that these three numbers are distinct.

The function}.z/�}.!1=2/ has a zero at !1=2, which must be a double zero because its
derivative is also 0 there. Since }.z/�}.!1=2/ has only one (double) pole in a fundamental
domainD containing 0, Proposition 2.1 shows that !1=2 is the only zero of }.z/�}.!1=2/
in D, i.e., that }.z/ takes the value }.!1=2/ only at z D !1=2 within D. In particular,
}.!1=2/ is not equal to }.!2=2/ or }..!1C!2/=2/. Similarly, }.!2=2/ is not equal to
}..!1C!2/=2/. 2

The lemma shows that

E.�/ W Y 2Z D 4X3�g4.�/XZ
2
�g6.�/Z

3

is an elliptic curve. Recall that c4g4.c�/D g4.�/ and c6g6.c�/D g6.�/ for any c 2 C�,
and so c� defines essentially the same elliptic curve as �.

For an elliptic curve

E W Y 2Z DX3Ca4XZ
2
Ca6Z

3;

the closed subset E.C/ of P2.C/ has a natural complex structure — for example, in a
neighbourhood of a point P 2E.C/ such that y.P /¤ 0¤ z.P /, the function x=z provides
a local coordinate.

PROPOSITION 3.7 The map(
z 7! .}.z/ W }0.z/ W 1/; z ¤ 0

0 7! .0W1W0/

is an isomorphism of Riemann surfaces C=�!E.�/.C/:

PROOF. It is certainly a well-defined map. The function }.z/WC=�! P1.C/ is 2 W 1 in a
fundamental domain containing 0, except at the points !1

2
, !2

2
, !1C!2

2
, where it is one-to-one.

Therefore, } realizes C=� as a covering of degree 2 of the Riemann sphere, and it is a local
isomorphism except at the four listed points. Similarly, x=z realizes E.�/.C/ as a covering
of degree 2 of the Riemann sphere, and it is a local isomorphism except at .0W1W0/ and the
three points where y D 0. It follows that C=�!E.�/.C/ is an isomorphism outside the
two sets of four points, and hence an isomorphism. 2

THE ADDITION FORMULA

For a fixed z0, }.zCz0/ is a doubly periodic function of z, and therefore a rational function
of } and }0. The next result exhibits the rational function.
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PROPOSITION 3.8 The following formula holds,

}.zCz0/D
1

4

�
}0.z/�}0.z0/

}.z/�}.z0/

�2
�}.z/�}.z0/:

PROOF. Let f .z/ denote the difference of the left and the right sides. Its only possible poles
(in a fundamental domain for �) are at 0 or˙z0, and by examining the Laurent expansion of
f .z/ near these points one sees that it has no pole at 0 or �z0, and at worst a simple pole at
z0. Since it is doubly periodic, it must be constant, and since f .0/D 0, it must be identically
zero. 2

COROLLARY 3.9 The map z 7! .}.z/W}0.z/W1/ W C=�! E.�/ is a homomorphism of
groups.

PROOF. Let Y DmXCc be the line through the points P D .x;y/ and P 0D .x0;y0/ on the
curve Y 2D 4X3�g4X�g6. Then the x, x0, and x.P CP 0/ are the roots of the polynomial

.mXC c/2�4X3Cg4XCg6;

and so

x.P CP 0/CxCx0 D
m2

4
D
1

4

�
y�y0

x�x0

�2
:

This agrees with the formula in the proposition. 2

Classification of elliptic curves over C

THEOREM 3.10 Every elliptic curve E over C is isomorphic to E.�/ for some lattice �.

PROOF. Recall (II, 2.1c) that, over an algebraically closed field, the elliptic curves are
classified up to isomorphism by their j -invariants. For a lattice � in C, the curve

E.�/ W Y 2Z D 4X3�g4.�/XZ
2
�g4.�/Z

3

has discriminant �.�/D g4.�/3�27g6.�/2 and j -invariant

j.�/D
1728g4.�/

3

g4.�/3�27g6.�/2
:

For c 2 C�, g4.c�/D c�4g4.�/ and g6.c�/D c�6g6.�/, and so the isomorphism class
of E.�/ depends only on � up to scaling. Define

j.�/D j.Z�CZ/:

Then, for all
�
a b

c d

�
2 SL2.Z/,

j

�
a�Cb

c�Cd

�
D j.�/:

In V, 2.2, we shall show that j WH! C is surjective, which completes the proof. 2
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Let k be a subfield of C. The following diagram summarizes the situation,

fElliptic curves=Cg
�

L=C� SL2.Z/nH C

fElliptic curves=kg
�

k:

1W1 1W1 j

j

The upper j is a bijection (V, 2.2) and the lower j is surjective (II, 2.3). If k is algebraically
closed, then both maps j are bijective.

REMARK 3.11 The above picture can be made more precise. Consider the isomorphism

z 7! .}.z/W}0.z/W1/WC=�!E.C/:

Since x D }.z/ and y D }0.z/,

dx

y
D
}0.z/dz

}0.z/
D dz:

Thus the differential one-form dz on C corresponds to the differential one-form dx
y

on
E.C/. Conversely, from a holomorphic differential one-form ! on E.C/ we can obtain an
realization of E as a quotient C=� as follows. For P 2E.C/, consider '.P /D

R P
O ! 2 C.

This is a not well defined because it depends on the choice of a path from O to P . However,
if we choose a Z-basis .
1;
2/ for H1.E.C/;Z/, and set !1 D

R

1
!, !2 D

R

2
!, then

�D Z!1CZ!2 is a lattice in C, and P 7! '.P / is an isomorphism E.C/! C=�. In this
way, we obtain a natural one-to-one correspondence between L and the set of isomorphism
classes of pairs .E;!/ consisting of an elliptic curveE over C and a holomorphic differential
one-form ! on E,

f.E;!/ up to isomorphismg L

fE up to isomorphismg L=C�:

1W1

1W1

Torsion points

Let E be an elliptic curve over C. From an isomorphism E.C/ ' C=�, we obtain an
isomorphism

E.C/n ' Ker.nWC=�! C=�/D 1
n
�=�:

Because of this description, torsion points on elliptic curves are often called division points.
If �D Z!1CZ!2, then

1
n
�=�D

˚
a
n
!1C

b
n
!2 j a;b 2 Z

	
Z!1CZ!2

'
1
n
Z=Z˚ 1

n
Z=Z

' Z=nZ˚Z=nZ;

and so E.C/n is a free Z=nZ-module of rank 2.
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THEOREM 3.12 Let E be an elliptic curve over an algebraically closed field k of character-
istic zero. For all n� 1; E.k/n is a free Z=nZ-module of rank 2.

PROOF. If there exists an embedding of k into C, this follows from the next proposition. In
general, there exists an algebraically closed subfield k0 of finite transcendence degree over
Q such that E arises from a curve E0 over k0 (e.g., take k0 to be the algebraic closure in k
of the subfield generated over Q by the coefficients of the equation defining E). Now k0 can
be embedded into C, and we can apply the next proposition (twice). 2

PROPOSITION 3.13 Let k �˝ be algebraically closed fields, and let E be an elliptic curve
over k. The map E.k/!E.˝/ induces an isomorphism on the torsion subgroups.

PROOF. The first lemma below shows that the elements of E.k/n are the common solutions
of equations �

Y 2 D X3CaXCb

 n.X;Y / D 0

where  n is a polynomial not divisible by Y 2�X3�aX�b and so we can apply the second
lemma below. 2

LEMMA 3.14 Let E be the elliptic curve Y 2Z DX3CaXZ2CbZ3 over a field of char-
acteristic zero. Let

 1 D 1;  2 D 2Y;

 3 D 3X
4
C6aX2C12bX �a2

 4 D 4Y.X
6
C5aX4C20bX3�5a2X2�4abX �8b2�a3/

and, inductively,

Y 2n D  n
�
 2n�1 nC2� 

2
nC1 n�2

�
 2nC1 D  

3
n nC2� 

3
n n�1:

Then, for any point P D .xWyW1/ of E,

nP D .2X 4n �2 n�1 
2
n nC1 W  2n W 2 

4
n/:

PROOF. When k D C, these are standard formulas from the theory of the Weierstrass }
function (Weber, H., Lehrbuch der Algebra, III, �58, 1908). For an elegant algebraic proof,
see Cassels 1991, Formulary. 2

LEMMA 3.15 Let k �˝ be algebraically closed fields. If F;G 2 kŒX;Y � have no common
factor, then every common solution of the equations�

F.X;Y / D 0

G.X;Y / D 0

with coordinates in ˝ has coordinates in k.

PROOF. From the theory of resultants (I, 1.22, 1.24), we know that there exist polynomials
a.X;Y /, b.X;Y /, and r.X/ with coefficients in k such that

a.X;Y /F.X;Y /Cb.X;Y /G.X;Y /D r.X/
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and r.x0/D 0 if and only if F.x0;Y / and G.x0;Y / have a common zero. In other words,
the roots of r are the x-coordinates of the common zeros of F.X;Y / and G.X;Y /. Since
r.X/ is a polynomial in one variable, its roots all lie in k. Similarly, for a given x0 2 k, all
the common roots of F.x0;Y / and G.x0;Y / lie in k. 2

REMARK 3.16 Theorem 3.12 holds also when k has characteristic p ¤ 0 provided p does
not divide n (II, 6.3). For a power pm of p, either E.k/pm is a free Z=pmZ-module of rank
1 (the “ordinary” case) or zero (the “supersingular” case).

Endomorphisms

Let K be a number field. Every ˛ 2K satisfies a monic equation,

˛mCa1˛
m�1
C�� �Cam D 0; ai 2Q; mD ŒKWQ�: (22)

If it satisfies such an equation with the ai 2 Z, then ˛ is said to be an algebraic integer of K.
The algebraic integers form a subring OK of K. For example, if K DQŒ

p
d� with d 2 Z

and square free, then

OK D
(

ZCZ
p
d d 6� 1 mod 4

ZCZ1C
p
d

2
d � 1 mod 4:

A subring R of K is an order in K if it is generated as a Z-module by a Q-basis for K. For
example, OK is an order, and contains all other orders. The orders in K DQŒ

p
d� are the

subrings Z1C cOK with c a positive integer.

PROPOSITION 3.17 Let �D Z!1CZ!2 be a lattice in C with � D !1=!2 in H. The ring
of endomorphisms of the Riemann surface C=� is Z unless ŒQŒ� �WQ�D 2, in which case it
is an order in QŒ� �.

PROOF. Suppose that there exists an ˛ 2 C, ˛ … Z, such that ˛���. Then

˛!1 D a!1Cb!2

˛!2 D c!1Cd!2;

with a;b;c;d 2 Z. On dividing through by !2 we obtain the equations

˛� D a�Cb

˛ D c�Cd:

Note that c ¤ 0.
On eliminating ˛ from the two equations, we find that

c�2C .d �a/�Cb D 0:

Therefore QŒ� � is of degree 2 over Q.
On eliminating � from the two equations, we find that

˛2� .aCd/˛�bc D 0:

Therefore ˛ is integral over Z, and hence is contained in the ring of integers of QŒ� �. Hence
Z¤ End.C=�/�OQŒ��, which implies that End.C=�/ is an order in OQŒ��. 2
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Note that if QŒ� � is a quadratic extension of Q, then it is imaginary quadratic, and so it
equals QŒ

p
�d� for some integer d > 0. The endomorphisms of E.�/D C=� are the same

whether we regard it as an elliptic curve or a Riemann surface. Therefore, the endomorphism
ring of an elliptic curve E over C is either Z or an order in an imaginary quadratic field
QŒ
p
�d�. In the second case, we say that the curve E has complex multiplication.

EXAMPLE 3.18 We exhibit some endomorphisms not in Z.
(a) Consider

E W Y 2Z DX3CaXZ2;

and let i D
p
�1 be a primitive 4th root of 1. Then .xWyWz/ 7! .�xW iyWz/ is an endomor-

phism of E of order 4, and End.E/D ZŒi �. Note that E has j -invariant 1728.
(b) Consider

E W Y 2Z DX3CbZ3;

and let � D �1C
p
�3

2
be a primitive cube root of 1. Then .xWyWz/ 7! .�xWyWz/ is an

endomorphism of E of order 3 of E, and End.E/D ZŒ��. Note that E has j -invariant 0.

ASIDE 3.19 A complex number ˛ is said to be algebraic if it is algebraic over Q, and is otherwise
said to be transcendental. There is a general philosophy that a transcendental meromorphic function
f should take transcendental values at the algebraic points in C, except at some “special” points
where it has interesting “special values”. We illustrate this for two functions.

(a) Define e.z/D e2�iz . If z is algebraic but not rational, then e.z/ is transcendental. On the
other hand, if z 2Q, then e.z/ is algebraic — in fact, it is a root of 1, and QŒe.z/� is a finite extension
of Q with abelian Galois group. The famous Kronecker–Weber theorem states that every abelian
extension of Q is contained in QŒe. 1

m
/� for some m.

(b) Let � 2H be algebraic. If � generates a quadratic extension of Q, then j.�/ is algebraic, and
otherwise j.�/ is transcendental (the second statement was proved by Siegel in 1949). In fact, when
ŒQŒ� �WQ�D 2, one can say much more. Assume that ZŒ� � is the ring of integers in K def

D QŒ� �. Then
j.�/ is an algebraic integer, and

ŒQŒj.�/� WQ�D ŒKŒj.�/� WK�D hK ;

where hK is the class number of K. Moreover, KŒj.�/� is the Hilbert class field of K (the largest
abelian extension of K unramified at all primes of K including the infinite primes).

The characteristic polynomial of an endomorphism

For an R-linear endomorphism ˛ of a free module � of finite rank over a ring R, we
let det.˛/ denote the determinant of the matrix of ˛ relative to some basis for �. It is
independent of the choice of the basis.

LEMMA 3.20 Let � be a free Z-module of finite rank, and let ˛W�!� be a Z-linear map
with nonzero determinant.

(a) The cokernel of ˛ is finite, with order equal to jdet.˛/j:

(b) The kernel of the map
Q̨ W.�˝Q/=�! .�˝Q/=�

defined by ˛ is finite with order equal to jdet.˛/j.
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PROOF. (a) As ˛ has nonzero determinant, it maps � isomorphically onto a subgroup ˛.�/
of �. According to a basic structure theorem, there exist bases e1; : : : ; em and e01; : : : ; e

0
m for

� such that
˛.ei /D nie

0
i ni 2 Z; ni > 0; i D 1; : : : ;n:

Therefore the cokernel of ˛ is finite, with order equal to n1 � � �nm. The matrix of ˛ with
respect to the bases e1; : : : em and e01; : : : e

0
m is diag.n1; : : : ;nm/. As the transition matrix

from one basis to the second has determinant˙1, we see that the

det.˛/D˙det.diag.n1; : : : ;nm//D˙n1 � � �nm:

(b) Consider the commutative diagram,

0 � �˝Q .�˝Q/=� 0

0 � �˝Q .�˝Q/=� 0:

˛ ˛˝1 Q̨

Because det.˛/¤ 0, the map ˛˝1 is an isomorphism. Therefore the snake lemma gives an
isomorphism

Ker. Q̨ /! Coker.˛/;

and so (b) follows from (a). 2

PROPOSITION 3.21 The degree of a nonzero endomorphism ˛ of an elliptic curve E with
E.C/D C=� is the determinant of ˛ acting on �.

PROOF. We have E.C/tors DQ�=�, where

Q�D fr� 2 C j r 2Q;� 2�g
D fz 2 C jmz 2� some m 2 Zg
'Q˝Z�:

Let ˛ be a nonzero endomorphism of E, and let n be the order of its kernel on E.C/ (which
equals its kernel on E.C/tors). Because ˛.C/ is a homomorphism of groups, it is n W 1, and
so ˛ has degree n (see I, 4.24a). Thus the statement follows from the lemma. 2

THEOREM 3.22 Let E be an elliptic curve over C; and let ˛ and ˇ be endomorphisms of
E. There exist r;s; t 2 Z, depending only on ˛;ˇ, such that

deg.m˛Cnˇ/D rm2C smnC tn2

for all m;n 2 Z:

PROOF. Choose an isomorphism E.C/ � C=�, and let A D .aij / and B D .bij / be the
matrices of ˛ and ˇ acting on � relative to some basis. Then

deg.m˛Cnˇ/D det.mACnB/

Dm2 det.A/C smnCn2 det.B/

Dm2 deg.˛/C smnCn2 deg.ˇ/

where s D a11b22Ca22b11�a12b21�a21b12. 2
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Let ˛ be an endomorphism of an elliptic curve E over C. We define the characteristic
polynomial of ˛ to be its characteristic polynomial as an endomorphism of �˝Q. It is the
unique polynomial

f .T /D T 2� sT C t 2 ZŒT �

such that f .n/D deg.n�˛/ for all n 2 Z. Note that f .˛/D 0:
Recall (p. 71) that the Tate module T`E of an elliptic curve E over a field k is defined to

be T`E D lim
 �

E.kal/`n . It is a free Z`-module of rank 2 such that T`E=`nT`E ' E.k/`n

for all n. If k D C and E.C/D C=�, then

E.C/`n D
1
`n�=�'�=`

n�'�˝ .Z=`nZ/;

and so
T`E '�˝ZZ`:

Therefore the characteristic polynomial of ˛ is equal to its characteristic polynomial as an
endomorphism of T`E˝Z`

Q`. In particular,

deg.˛/D det.T`˛/:

EXERCISE 3.23 (a) Prove that, for all z1;z2,ˇ̌̌̌
ˇ̌ }.z1/ }0.z1/ 1

}.z2/ }0.z2/ 1

}.z1Cz2/ �}
0.z1Cz2/ 1

ˇ̌̌̌
ˇ̌D 0:

(b) Compute sufficiently many initial terms for the Laurent expansions of }0.z/, }0.z/2,
etc., to verify the equation in Proposition 2.6.

A p-adic analogue: the Tate curve

For an elliptic curve over C, we saw that the choice of a differential one-form ! onE realizes
E.C/ as the quotient C=�' E.C/ of C by the lattice of periods of !. More precisely, it
realizes the Riemann surface E as the quotient of the Riemann surface C by the action of
the discrete group �.

For an elliptic curve E over Qp , there is no similar description of E.Qp/ because there
are no nonzero discrete subgroups of Qp (if � 2Qp, then pn�! 0 as n!1). However,
there is an alternative uniformization of elliptic curves over C. Let � be the lattice ZCZ�
in C. Then the exponential map eWC! C� sends C=� isomorphically onto C�=qZ where
q D e.�/, and so C�=qZ ' E (as Riemann surfaces). If Im.�/ > 0, then jqj < 1, and the
elliptic curve Eq is given by the equation

Y 2ZCXYZ DX3�b2XZ
2
�b3Z

3, (23)

where 8̂̂̂<̂
ˆ̂:
b2 D 5

X1

nD1

n3qn

1�qn
D 5qC45q2C140q3C�� �

b3 D
X1

nD1

7n5C5n3

12

qn

1�qn
D qC23q2C154q3C�� �

(24)
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are power series with integer coefficients. The discriminant and j -invariant of Eq are given
by the usual formulas

�D q
Y

n�1
.1�qn/24 (25)

j.Eq/D
.1C48b2/

3

q
Q
n�1.1�q

n/24
D
1

q
C744C196884qC�� � : (26)

Now let q be an element of Q�p with jqj < 1. The series (24) converge in Qp, and
Tate showed (in 1959) that (23) is an elliptic curve Eq such that K�=qZ ' Eq.K/ for all
finite extensions K of Qp. It follows from certain power series identities, valid over Z,
that the discriminant and j -invariant of Eq are given by (25) and (26). Every j 2Q�p with
jj j> 1 arises from a q ((26) can be used to express q as a power series in 1=j with integer
coefficients). The function field of Eq consists of the quotients F=G of Laurent series

F D
X1

�1
anz

n; G D
X1

�1
bnz

n; an;bn 2Qp;

converging for all nonzero z, such that

F.qz/=G.qz/D F.z/=G.z/:

The elliptic curves E over Qp with jj.E/j> 1 that arise in this way are exactly those whose
reduction over Fp has a node with rational tangents. They are called Tate curves. See
Silverman 1994, Chap. V.

NOTES After Hensel introduced the p-adic number field Qp in the 1890s, there were attempts to
develop a theory of analytic functions over Qp , the most prominent being that of Krasner. The
problem is that every disk D in Qp can be written as a disjoint union of arbitrarily many open-closed
smaller disks, and so there are too many functions on D that can be represented locally by power
series. Once Tate had discovered the uniformization Q�p =qZ DEq.Qp/, he became persuaded that
there should exist a category in which E itself, not just its points, is a quotient; in other words, that
there exists a category in which E, as an “analytic space”, is the quotient of Q�p , as an “analytic
space”, by the discrete group qZ. Two years later, Tate constructed the correct category of “rigid
analytic spaces”, thereby founding a new subject in mathematics “rigid analytic geometry”.





Chapter IV

The Arithmetic of Elliptic Curves

The fundamental theorem proved in this chapter is the finite basis theorem.

THEOREM (FINITE BASIS) For an elliptic curve E over a number field K, the group E.K/
is finitely generated.

In other words, from a finite set of points on E, it is possible to construct all points by
drawing tangents and chords.

The theorem was proved by Mordell (1922) when K D Q, and for all number fields
by Weil in his thesis (1928). The theorem over Q is also called Mordell’s theorem and
over general number fields the Mordell–Weil theorem. The group E.K/ is called the
Mordell–Weil group of E and its rank the rank of E.

The first step in proving the theorem is to prove a weaker result.

THEOREM (WEAK FINITE BASIS) For every elliptic curve E over a number field K and
integer n� 1, E.K/=nE.K/ is finite.

Clearly, for an abelian group M ,

M finitely generated H)M=nM finite for all n� 1;

but the converse is false. For example, .Q;C/ has the property that QD nQ for all n� 1,
but it is not finitely generated because the elements of any finitely generated subgroup have
a common denominator.

We sketch a proof, in the case K DQ, that the weak theorem implies the full theorem.
We define the height of a point P ofE.Q/ to be its height as an element of P2.Q/ (see I, 2.3).
Assume that E.Q/=2E.Q/ is finite, and let P1; : : : ;Ps 2 E.Q/ be a set of representatives
for the elements of E.Q/=2E.Q/. Then each point Q 2E.Q/ can be written

QD Pi C2Q
0

with Q0 2 E.Q/. The height h has the property that there exists a constant C such that, if
h.Q/ > C , then h.Q0/ < h.Q/.

Now consider a Q 2E.Q/. If h.Q/ > C , then h.Q0/ < h.Q/. If also h.Q0/ > C , then
we repeat the argument with Q0. Continuing in this way, we obtain

QD Pi C2Q
0
D Pi C2.Pi 0C2Q

00/D �� � ;

h.Q/ > h.Q0/ > h.Q00/ > � � � :

105
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Eventually, h.Q.n//� C , and Q will be the sum of a linear combination of the Pi and of
2nQ.n/. Thus the Pi , together with the finite set of points of height � C , generate E.Q/.

NOTES (a) The argument in the last paragraph is called “proof by descent”. Fermat used it to answer
(in the margin of his copy of Diophantus) an old question of Leonardo Pisano: find all rational squares
x2;y2 such that x2Cy2 and x2�y2 are both squares. If .x;y/ is one solution with y ¤ 0, then
Fermat showed that there exists another .x0;y0/ with 0 < jy0j< jyj, which yields a contradiction if
.x;y/ is chosen to have jyj as small as possible (Cassels 1966, p. 207). Fermat is usually credited
with originating proof by descent, but, in some sense, it goes back to the ancient Greeks. Consider
the proof that Y 2 D 2X2 has no solution in integers. Define the height of a pair .m;n/ of integers to
be max.jmj; jnj/. The usual argument shows that if .m;n/ is one solution to the equation, then there
exists another of smaller height, which again gives a contradiction.

(b) In his thesis, Weil proved1 that, for a curve C of arbitrary genus over a number field K, the
group Pic0.C / of divisors of degree 0 modulo linear equivalence is finitely generated. For an elliptic
curve, Pic0.C /D C.K/ (see I, 4.10), and, for a general curve Pic0.C /D JC .K/, where JC is the
jacobian variety of C . Thus, once the jacobian variety JC of a curve C over a number field had been
defined, Weil’s result showed that JC .K/ is finitely generated. For an arbitrary abelian variety A
over a number field K, every curve C on A defines a homomorphism JC ! A, which is surjective
if C is sufficiently general (e.g., Milne 1986b, 10.1). It follows that A is a direct factor of JC (e.g.,
Milne 1986a, 12.1), and so A.K/ is finitely generated. This also is called the Mordell–Weil theorem.

1 Group cohomology

In proving the weak finite basis theorem, and also later in the study of the Tate–Shafarevich
group, we shall use a little group cohomology.

Cohomology of groups

LetG be a group, and letM be an abelian group. An action ofG onM is a mapG�M!M

such that
(a) �.mCm0/D �mC�m0 for all � 2G, m;m0 2M ;

(b) .��/.m/D �.�m/ for all �;� 2G, m 2M ;

(c) 1GmDm for all m 2M .
Thus, to give an action of G on M is the same as giving a homomorphism G! Aut.M/. A
G-module is an abelian group together with an action of G.

EXAMPLE 1.1 Let L be a finite Galois extension of a field K with Galois group G, and let
E be an elliptic curve over K. Then L, L�, and E.L/ all have obvious G-actions.

For a G-module M , we define

H 0.G;M/DMG
D fm 2M j �mDm, all � 2Gg:

In the above examples,

H 0.G;L/DK; H 0.G;L�/DK�, H 0.G;E.L//DE.K/:

1Weil’s exposition is sometimes sketchy, and he does not use heights At one point, where he writes that
“il est aisé de combler cette lacune” (it is easy to fill this gap) and then proposes an inadequate argument, it
would today be most natural to use the theory of heights. See Weil’s comments on the article in his Collected
Papers. Hadamard famously discouraged Weil from publishing his thesis until he had “completed” the proof of
Mordell’s conjecture.
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A crossed homomorphism is a map f WG!M such that

f .��/D f .�/C�f .�/; all �;� 2G.

Note that the condition implies that f .1/D f .1 �1/D f .1/Cf .1/, and so f .1/D 0: For
every m 2M , we obtain a crossed homomorphism by putting

f .�/D �m�m; all � 2G:

Such crossed homomorphisms are said to be principal. The sum and difference of two
crossed homomorphisms is again a crossed homomorphism, and the sum and difference of
two principal crossed homomorphisms is again principal. Thus we can define

H 1.G;M/D
fcrossed homomorphismsg

fprincipal crossed homomorphismsg

(quotient abelian group). There are also cohomology groups Hn.G;M/ for n > 1, but we
will not need them.

EXAMPLE 1.2 When G acts trivially on M , i.e., �m D m for all � 2 G and m 2M , a
crossed homomorphism is simply a homomorphism, and every principal crossed homomor-
phism is zero. Hence H 1.G;M/D Hom.G;M/.

PROPOSITION 1.3 Let L be a finite Galois extension of K with Galois group G; then
H 1.G;L�/D 0, i.e., every crossed homomorphism G! L� is principal.

PROOF. Let f be a crossed homomorphism G!L�. In multiplicative notation, this means
that

f .��/D f .�/ ��.f .�//; �;� 2G;

and we have to find a 
 2 L� such that f .�/D �
=
 for all � 2G. Because the f .�/ are
nonzero, Dedekind’s theorem on the independence of characters (FT, 5.14) shows thatX

�2G

f .�/� WL! L

is not the zero map, i.e., that there exists an ˛ 2 L such that

ˇ
def
D

X
�2G

f .�/�˛ ¤ 0:

But then, for � 2G,

�ˇ D
X
�2G

�.f .�// ���.˛/D
X
�2G

f .�/�1 �f .��/ ���.˛/

D f .�/�1
X
�2G

f .��/ ���.˛/

D f .�/�1ˇ;

and so f .�/D ˇ=�ˇ D �.ˇ�1/=ˇ�1. 2

COROLLARY 1.4 A point P D .x0W � � � Wxn/ 2 Pn.L/ is fixed by G if and only if it is repre-
sented by an nC1-tuple in K.
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PROOF. If �P D P for � 2G, then

�.x0; : : : ;xn/D c.�/.x0; : : : ;xn/

for some c.�/ 2 L�. The map � 7! c.�/ is a crossed homomorphism, and so c.�/ D
�c�1=c�1 for some c 2 L�. Now

�.cx0; : : : ; cxn/D .cx0; : : : ; cxn/;

and so the cxi lie in K. 2

PROPOSITION 1.5 For any exact sequence of G-modules

0!M !N ! P ! 0;

there is a canonical exact sequence

0!H 0.G;M/!H 0.G;N /!H 0.G;P /
ı
!

H 1.G;M/!H 1.G;N /!H 1.G;P /

PROOF. The map ı is defined as follows: let p 2 PG ; there exists an n 2 N mapping
to p, and �n�n 2M for all � 2 G; the map � 7! �n�nWG !M is a crossed homo-
morphism, whose class we define to be ı.p/. Another n0 mapping to p gives rise to a
crossed homomorphism differing from the first by the principal crossed homomorphism
� 7! �.n0�n/� .n0�n/, and so ı.p/ is well-defined. The rest of the proof is routine (and
should be written out by all readers unfamiliar with group cohomology). 2

Let H be a subgroup of G and M a G-module. A crossed homomorphism f for
G restricts to a crossed homomorphism for H , and in this way we get a “restriction”
homomorphism

ResWH 1.G;M/!H 1.H;M/:

Now assume that H has finite index in G, and let S be a set of representatives for G=H , so
G D

F
s2S sH . Let f be a crossed homomorphism for H . Then � 7!

P
s2S t �f .t

�1 ��s/,
where t is the unique element of S such that tH D �sH , is a crossed homomorphism for G,
and in this way we get a “corestriction” homomorphism

CorWH 1.H;M/!H 1.G;M/:

The composite CorıResD .GWH/. See Serre 1979, VIII, �2.

PROPOSITION 1.6 If G has order m, then mH 1.G;M/D 0.

PROOF. On taking H D 1 in the above discussion, we see that multiplication by m on
H 1.G;M/ factors through H 1.1;M/D 0. . 2

REMARK 1.7 Let H be a normal subgroup of a group G, and let M be a G-module. Then
MH is a G=H -module, and a crossed homomorphism f WG=H !MH defines a crossed
homomorphism G!M by composition,

G M

G=H MH :
f
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In this way we obtain an “inflation” homomorphism

InfWH 1.G=H;MH /!H 1.G;M/;

and one verifies easily that the sequence

0!H 1.G=H;MH /
Inf
!H 1.G;M/

Res
!H 1.H;M/

is exact.

Cohomology of infinite Galois groups

Let k be a perfect field and kal an algebraic closure of k. The group G of automorphisms of
kal fixing the elements of k has a natural topology, called the Krull topology, for which a
subgroup is open if and only if it consists of the automorphisms fixing the elements of some
finite extension of k in kal. When endowed with its Krull topology, G is called the Galois
group Gal.kal=k/ of kal over k. The open subgroups of G form a neighbourhood base
for the identity element. As always, open subgroups are closed, and so every intersection
of open subgroups is closed; conversely, every closed subgroup is an intersection of open
subgroups. The group G is compact, and so open subgroups of G have finite index, and
continuous maps from G are uniformly continuous. The usual Galois theory extends to give
a one-to-one correspondence between the intermediate fieldsK, k �K � kal, and the closed
subgroups of G, under which the fields of finite degree over k correspond to open subgroups
of G. For any finite Galois extension K of k in kal, the map Gal.kal=k/! Gal.K=k/ is
surjective with open normal kernel, and these maps realize Gal.kal=k/ as an inverse limit

Gal.kal=k/D lim
 �

Gal.K=k/:

See FT, �7, for the details.
A G-module M is said to be discrete if the map G�M !M is continuous relative to

the discrete topology on M and the Krull topology on G. This is equivalent to requiring that

M D
[

H
MH ; H open in G;

i.e., to requiring that every element of M is fixed by the subgroup of G fixing some finite
extension of k. For example, kal, kal�, and E.kal/ are all discrete G-modules because

kal
D

[
K; kal�

D

[
K� , E.kal/D

[
E.K/;

where, in each case, the union runs over the finite extensions K of k contained in kal.
When M is discrete, a crossed homomorphism f WG!M is continuous if and only if it

is constant on the cosets of some open normal subgroup H of G, and so arises by inflation
from a crossed homomorphism G=H !MH . Every principal crossed homomorphism is
continuous because every element of M is fixed by an open normal subgroup of G.

For an infinite Galois group G and a discrete G-module M , we define H 1.G;M/ to
be the group of continuous crossed homomorphisms f WG!M modulo the subgroup of
principal crossed homomorphisms. With this definition

H 1.G;M/D lim
�!H

H 1.G=H;MH /;

where H runs through the open normal subgroups of G. Explicitly, this means that
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(a) H 1.G;M/ is the union of the images of the inflation maps

InfWH 1.G=H;MH /!H 1.G;M/;

where H runs over the open normal subgroup of G, and

(b) an element 
 2H 1.G=H;MH / maps to zero in H 1.G;M/ if and only if it maps to
zero in H 1.G=H 0;MH 0/ for some open normal subgroup H 0 of G contained in H .

In particular, Proposition 1.6 shows that the group H 1.G;M/ is torsion.
The proofs of the statements in the last three paragraphs are left as an exercise.

EXAMPLE 1.8 (a) Proposition 1.3 shows that

H 1.G;kal�/D lim
�!K

H 1.Gal.K=k/;K�/D 0:

(b) For a field L and an integer n > 1, let

�n.L/D f� 2 L
�
j �n D 1g:

From the exact sequence

1! �n.k
al/! kal� n

! kal�
! 1;

we get an exact sequence of cohomology groups

1! �n.k/! k�
n
! k�!H 1.G;�n.k

al//! 1;

and hence a canonical isomorphism

H 1.G;�n.k
al//' k�=k�n:

When k is a number field, this group is infinite. For example, the numbers

.�1/".1/
Y

p prime

p".p/;

where each exponent is 0 or 1 and all but finitely many are zero, form a set of representatives
for the elements of Q�=Q�2, which is therefore an infinite-dimensional vector space over
F2.

(c) If G acts trivially on M , then H 1.G;M/ is the set of continuous homomorphisms
˛WG!M . Because M is discrete, the kernel H of such an ˛ is open, and ˛ defines an
injective homomorphism Gal.K=k/!M; where K is the fixed field of H .

For an elliptic curve E over k, we shorten H i .Gal.kal=k/;E.kal// to H i .k;E/.

1.9 Let E be an elliptic curve over Q, and let Qal be the algebraic closure of Q in C.
Choose an extension of the p-adic valuation of Q to Qal, and let Qal

p be the algebraic closure
of Qp in the completion of Q defined by the valuation. Then Qal

p is an algebraic closure of
Qp, and we have a commutative diagram

Qal Qal
p

Q Qp:

(27)
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The action of Gal.Qal
p=Qp/ on Qal �Qal

p defines a homomorphism

Gal.Qal
p=Qp/! Gal.Qal=Q/:

Hence every crossed homomorphism Gal.Qal=Q/! E.Qal/ defines (by composition) a
crossed homomorphism Gal.Qal

p=Qp/!E.Qal
p /. In this way, we obtain a homomorphism

H 1.Q;E/!H 1.Qp;E/;

which is independent of the choice of the diagram (27). A similar remark applies to the
cohomology groups of �n and En. See Serre 1979, VII, �5, Proposition 3. In �7 below, we
shall give a more natural geometric interpretation of these “localization” homomorphisms.

EXAMPLE 1.10 Let k be a perfect field, and let � denote its Galois group. Let C be
a curve over k, and let NC be the corresponding curve over kal. We examine whether
Pic.C / def

D Pic. NC/� is the group of divisors on C modulo principal divisors. From the exact
sequence

0! kal. NC/�=kal�
! Div. NC/! Pic. NC/! 0

of � -modules, we get an exact cohomology sequence

�
kal. NC/�=kal���

! Div. NC/� !
�
Pic. NC/

��
!H 1.�;kal. NC/�=kal�/;

and from the exact sequence

0! kal�
! kal. NC/�! kal. NC/�=kal�

! 0;

we get (using 1.8) exact cohomology sequences

0! k�! k.C /�!
�
kal. NC/�=kal���

! 0

0!H 1.�;kal. NC/�=kal�/!H 2.�;kal�/:

When we use these last sequences to replace terms in the earlier cohomology sequence, and
then use that Div. NC/� D Div.C / (see p. 35), we obtain an exact sequence

0! k�! k.C /�! Div.C /! Pic.C /!H 2.�;kal�/:

Now H 2.�;kal�/ is the Brauer group of k (Serre 1979, X, �5). Thus, Pic.C / is the group of
divisor classes on C if the Brauer group of k is zero, for example, if k is finite (Wedderburn’s
theorem; ibid., �7).

REMARK 1.11 If k is not perfect, then kal is not a Galois extension of k; in particular, k is
not the fixed field of the group of automorphisms of kal=k. However, when we replace kal

with a separable closure ksep of k, the above discussion is essentially unchanged, except that
in 1.8b, we must take n prime to the characteristic of k in order for ksep� n

�! ksep� to be
surjective.
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2 The Selmer and Tate–Shafarevich groups

We now set Q1 D R.

LEMMA 2.1 For every elliptic curve E over an algebraically closed field k and integer
n� 1, the map P 7! nP WE.k/!E.k/ is surjective.

PROOF. When k D C, this follows from III, 3.10. If k has characteristic zero, then, as in
the proof of III, 3.12, we may assume that k � C. Given a point P 2 E.k/, to show that
there exists a point Q such that nQD P amounts to showing that certain polynomials in X
and Y have a common zero (see III, 3.14). Because these equations have a solution in C,
the polynomials generate a proper ideal in kŒX;Y �, and hence have a solution in k by the
Nullstellensatz.

For an arbitrary algebraically closed k, we use that, for every m¤ char.k/, there exists
a nonzero point P 2 E.k/ of order m (see II, 6.3). In particular, there exists a nonzero
point P 2E.k/ of order m prime to n. Then nP ¤ 0, and so the regular map nWE!E is
nonconstant, hence dominant (I, 4.23a), and hence surjective (I, 4.23b). 2

Let E be an elliptic curve over Q. For any integer n > 1, we let En denote the algebraic
subvariety of E such that

En.Qal/DE.Qal/n
def
D Ker.E.Qal/

n
�!Qal/:

From the lemma, we obtain an exact sequence

0!En.Qal/!E.Qal/
n
!E.Qal/! 0

and an exact cohomology sequence

0!En.Q/!E.Q/
n
!E.Q/!H 1.Q;En/!H 1.Q;E/

n
!H 1.Q;E/;

from which we extract the sequence

0!E.Q/=nE.Q/!H 1.Q;En/!H 1.Q;E/n! 0: (28)

Here, as usual, H 1.Q;E/n is the subgroup of H 1.Q;E/ killed by n. If H 1.Q;En/ were
finite, then we could deduce that E.Q/=nE.Q/ is finite, but it need not be. For example, if
all the points of order 2 on E have coordinates in Q, so that Gal.Qal=Q/ acts trivially on
E2.Qal/� .Z=2Z/2, then

H 1.Q;E2/�H 1.Q;�2��2/'Q�=Q�2�Q�=Q�2;

which we saw to be infinite in 1.8b. Instead, we replace H 1.Q;En/ with a subgroup (the
Selmer group S) that is large enough to contain the image of E.Q/=nE.Q/ but which we
can show to be finite.

When we regard E as an elliptic curve over Qp, we obtain a similar exact sequence to
(28), and a commutative diagram (see 1.9),

0 E.Q/=nE.Q/ H 1.Q;En/ H 1.Q;E/n 0

0 E.Qp/=nE.Qp/ H 1.Qp;En/ H 1.Qp;E/n 0:
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If 
 2H 1.Q;En/ comes from an element ofE.Q/, then certainly its image 
p inH 1.Qp;En/
comes from an element of E.Qp/. This suggests defining

S .n/.E=Q/D f
 2H 1.Q;En/ j for all p, 
p comes from E.Qp/g

D Ker
�
H 1.Q;En/!

Y
pD2;3;5;:::;1

H 1.Qp;E/
�

.

The group S .n/.E=Q/ is called the Selmer group. In the same spirit, we define the Tate–
Shafarevich group to be

X.E=Q/D Ker
�
H 1.Q;E/!

Y
pD2;3;5;:::;1

H 1.Qp;E/
�
:

We shall need an elementary lemma.

LEMMA 2.2 Any pair of homomorphisms of abelian groups

A
˛
�! B

ˇ
�! C

gives rise to an exact (kernel-cokernel) sequence

0 �! Ker.˛/ �! Ker.ˇ ı˛/
˛
�! Ker.ˇ/

�! Coker.˛/
ˇ
�! Coker.ˇ ı˛/ �! Coker.ˇ/ �! 0:

PROOF. Prove directly, or apply the snake lemma to the diagram

A B Coker.˛/ 0

0 C C 0

˛

ˇı˛ ˇ

id
2

When we apply the lemma to the maps

H 1.Q;En/!H 1.Q;E/n!
Y

pD2;3;:::;1

H 1.Qp;E/n;

we obtain the fundamental exact sequence

0!E.Q/=nE.Q/! S .n/.E=Q/!X.E=Q/n! 0: (29)

We shall prove that E.Q/=nE.Q/ is finite by showing that S .n/.E=Q/ is finite.
Note thatX.E=Q/ is a torsion group (see p. 110). Later we shall give a geometric

interpretation ofX.E=Q/ which shows that it provides a measure of the failure of the Hasse
principle for curves of genus 1 over Q. Also, we shall see that these definitions extend to
elliptic curves over all number fields.

NOTES The group H 1.k;E/ is also called the Weil–Châtelet group and denoted by WC.E=k/
(Lang and Tate 1958; Tate 1958). The Selmer group was named by Cassels (1962a), who also
admits responsibility for denoting the Tate–Shafarevich group by the Cyrillic letterX (Cassels 1991,
p. 109).2

2Which he claims to be his “most lasting contribution to the subject”.
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3 The finiteness of the Selmer group

In this section, we prove the following theorem.

THEOREM 3.1 For every elliptic curve E over Q and integer n � 1, the Selmer group
S .n/.E=Q/ is finite.

In fact, we prove the statement over an arbitrary number field L.

Preliminaries

LEMMA 3.2 Let E be an elliptic curve over Qp with good reduction, and let n be an integer
prime to p. A point P in E.Qp/ is of the form nQ for some Q 2E.Qp/ if and only if its
image NP in NE.Fp/ is of the form n NQ for some NQ 2 NE.Fp/.

PROOF. As P 7! NP is a homomorphism, the necessity is obvious, and the sufficiency
follows from a diagram chase in

0 E1.Qp/ E.Qp/ NE.Fp/ 0

0 E1.Qp/ E.Qp/ NE.Fp/ 0

n' n n

using that the first vertical arrow is an isomorphism (II, 4.2). In detail, let P 2 E.Qp/ be
such that NP D n NQ for some Q 2E.Qp/; then P �nQ maps to zero in NE.Fp/, and so lies
in E1.Qp/. Therefore, P �nQD nQ0 for some Q0 2E1.Qp/, and so P D n.QCQ0/. 2

We shall need to use some local algebraic number theory. For a finite extensionK of Qp ,
the integral closure OK of Zp in K is a principal ideal domain with a single maximal ideal
.�/. Thus, p D unit��e for some e, called the ramification index of K over Qp. When
e D 1, so that the maximal ideal in OK is .p/, then K is said to be unramified over Qp.

LEMMA 3.3 For any finite extension k of Fp , there exists an unramified extension K of Qp
of degree ŒkWFp� such that OK=pOK D k.

PROOF. Let a be a primitive element for k over Fp , and let f0.X/ be the minimum polyno-
mial for a over Fp, so that

k D FpŒa�' FpŒX�=.f0.X//

(FT, 5.1). Let f .X/ be any lifting of f0.X/ to a monic polynomial in ZpŒX�. As a is a
simple root of f0, it lifts to a root ˛ of f .X/ (see I, 2.13), which lies in OK . NowK DQpŒ˛�
has the required properties. 2

REMARK 3.4 Let K � OK ! k be as in the lemma. Let q be the order of k, so that the
elements of k are the roots of Xq �X . Then Hensel’s lemma (I, 2.12) holds for OK , and so
all the roots of Xq �X in k lift to OK . Therefore K contains the splitting field of Xq �X ,
and equals it.
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Let K be as in the Lemma 3.3. Because OK is a principal ideal domain with p as its
only prime element (up to units), every element ˛ of K� can be written uniquely in the
form upm with u 2O�K and m 2 Z. Define ordp.˛/Dm. Then ordp is a homomorphism
K�! Z extending ordpWQ�p ! Z.

Chapter II, �4, holds word-for-word with Qp replaced by an unramified extension K,
except that now

E0.K/=E1.K/' NEns.k/; En.K/=EnC1.K/' k:

Therefore, Lemma 3.2 remains valid with Qp replaced by K and Fp by k.

LEMMA 3.5 Let E be an elliptic curve over Qp with good reduction, and let n be an integer
prime to p. For each P 2 E.Qp/, there exists a finite unramified extension K of Qp such
that P 2 nE.K/.

PROOF. Let P 2E.Qp/. Then NP 2 n NE.k/ for some finite extension k of Fp (see 2.1). Let
K be the unramified extension of Qp with residue field k (see 3.3). Then P 2 nE.K/ by
Lemma 3.2 with K for Qp. 2

PROPOSITION 3.6 Let E be an elliptic curve over Q. For every 
 2 S .n/.E=Q/ and prime
p of good reduction not dividing n, there exists a finite unramified extension K of Qp such
that 
 maps to zero in H 1.K;En/.

PROOF. From the definition of the Selmer group, we know that there exists a P 2E.Qp/
mapping to the image 
p of 
 in H 1.Qp;En/. As E has good reduction at p, there exists
an unramified extension K of Qp such that P 2 nE.K/. It follows that 
p maps to zero in
H 1.K;En/,

H 1.Q;En/ 


E.Qp/ E.Qp/ H 1.Qp;En/ P 
p

E.K/ E.K/ H 1.K;En/ Q P

n

n

2

Proof of the finiteness in a special case

We prove that S .2/.E=Q/ is finite in the case that the points of order 2 onE have coordinates
in Q. This condition means that the equation for E has the form

Y 2Z D .X �˛Z/.X �ˇZ/.X �
Z/; ˛;ˇ;
 2Q

(I, 3.4). It implies that

E2.Qal/'E2.Q/� .Z=2Z/2 ' .�2/2;

all with the trivial action of Gal.Qal=Q/, and so

H 1.Q;E2/�H 1.Q;�2/2 ' .Q�=Q�2/2
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(1.8b). The isomorphisms depend only on the choice of the isomorphism E2.Q/� .Z=2Z/2,
which we fix.

Let 
 2 S .2/.E=Q/�H 1.Q;E2/. For each prime p0 not dividing 2�, there exists by
3.6 a finite unramified extension K of Qp0

such that 
p0
maps to zero in H 1.K;E2/,


 
p0
0

H 1.Q;E2/ H 1.Qp0
;E2/ H 1.K;E2/

.Q�=Q�2/2 .Q�p0
=Q�2p0

/ .K�=K�2/2:

'1:8 '1:8 '1:8

Suppose that 
 corresponds to�
.�1/".1/

Q
pp

".p/; .�1/"
0.1/

Q
pp

"0.p/
�
; 0� ".p/;"0.p/� 1;

under the first isomorphism. Then 
p0
corresponds to .p".p0/

0 ;p
"0.p0/
0 / under the second

isomorphism, and this maps to zero in .K�=K�2/2. As p0 is a prime element of the ring of
integers of K, this implies that ".p0/D "0.p0/D 0. Since this holds for all p0 not dividing
2�, there are only finitely many possibilities for 
 .

REMARK 3.7 It is possible to prove that E.Q/=2E.Q/ is finite in this case without men-
tioning cohomology groups. Consider an elliptic curve

Y 2Z D .X �˛Z/.X �ˇZ/.X �
Z/; ˛;ˇ;
 2 Z:

Define '˛WE.Q/=2E.Q/!Q�=Q�2 by

'˛..xWyWz//D

8<:
.x=z�˛/Q�2 z ¤ 0; x ¤ ˛zI

.˛�ˇ/.˛�
/Q�2 z ¤ 0; x D ˛z

Q� .xWyWz/D .0W1W0/:

Define 'ˇ similarly. One can prove directly that '˛ and 'ˇ are homomorphisms, that
the kernel of .'˛;'ˇ /WE.Q/! .Q�=Q�2/2 is 2E.Q/, and that '˛.P / and 'ˇ .P / are
represented by˙ a product of primes dividing 2� (see Cassels 1991, Chap. 15).

Proof of the finiteness in the general case: overview

We saw in Chapter I that Q has one valuation, hence one completion Qp, for each nonzero
prime ideal .p/ in Z and one other completion R, which it is convenient to denote Q1.
Similarly, a number field L has one valuation, hence completion, for each prime ideal of OL
and one valuation for each embedding of L into R or complex-conjugate pair of embeddings
of L into C. Write P.p/ for the set of valuations of L extending j � jp. Then (ANT, 8.2),

L˝QQp '
Y

v2P.p/

Lv;

where Lv is the completion of L for v. Let P D
S
pD2;3;:::;1P.p/.

For an elliptic curve E over a number field L, we define

S .n/.E=L/D Ker
�
H 1.L;En/!

Y
v2P

H 1.Lv;E/

�
:
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The next lemma shows that, in proving S .n/.E=L/ finite, we may replace L with a larger
field.

LEMMA 3.8 Let E be an elliptic curve over a number field L, and let L0 be a finite Galois
extension of L. For all n� 1, the kernel of

S .n/.E=L/! S .n/.E=L0/

is finite.

PROOF. As S .n/.E=L/ and S .n/.E=L0/ are subgroups of H 1.L;En/ and H 1.L0;En/

respectively, it suffices to prove that the kernel of

H 1.L;En/!H 1.L0;En/

is finite. But (cf. 1.7), this kernel is H 1.Gal.L0=Q/;En.L0//, which is finite because both
Gal.L0=Q/ and En.L0/ are finite. 2

In the proof of the finiteness in the special case, we used the following facts:
(A) Q contains a primitive square root of 1;

(B) E.Q/2 DE.Qal/2 (assumption on E);

(C) for any finite set T of prime numbers, the kernel of

r 7! .ordp.r/mod 2/WQ�=Q�2!
M
p…T

Z=2Z

is finite.
Let E be an elliptic curve over a number field L. In proving that S .n/.E=L/ is finite,

Lemma 3.8 allows us to assume that L contains a primitive nth root of 1 and that E.L/
contains all points of order n in E.Qal/. In Proposition 3.13 below, we show that the
analogue of (C) for L and n follows from the three basic theorems proved in every course on
algebraic number theory. Now, the proof of finiteness in the special case carries over to the
case of E=L.

Review of algebraic number theory

In this section, L is a finite extension of Q and OL is the ring of all algebraic integers in L
(integral closure of Z in L); see p. 99.

Every element of OL is a product of irreducible (i.e., “unfactorable”) elements, but this
factorization may not be unique. For example, in ZŒ

p
�5� we have

6D 2 �3D .1C
p
�5/.1�

p
�5/

and 2, 3, 1C
p
�5, 1�

p
�5 are irreducible with no two differing by a unit. The idea of

Kummer and Dedekind to remedy this problem was to enlarge the set of numbers with “ideal
numbers”, now called ideals, to recover unique factorization. For ideals a and b, the set of
finite sums

P
aibi with ai 2 a and bi 2 b is an ideal, denoted ab. The ring OL is a unique

factorization domain if and only if it is a principal ideal domain.

THEOREM 3.9 (DEDEKIND) Every ideal in OL can be written uniquely as a product of
prime ideals.
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PROOF. See ANT, 3.7, 3.29, or Samuel 2008, �3.4. 2

For example, in ZŒ
p
�5�,

.6/D .2;1C
p
�5/2.3;1C

p
�5/.3;1�

p
�5/:

For an element a 2OL and a prime ideal p in OL, let ordp.a/ denote the exponent of p
in the unique factorization of the ideal .a/, so that

.a/D
Y
p

pordp.a/:

For x D a
b
2 L, define ordp.x/D ordp.a/�ordp.b/. The ideal class group C of OL (or L)

is defined to be the cokernel of the homomorphism

L�
M

p�OL;p prime

Z C 0

x .ordp.x//:

Theorem 3.9 allows us to identify the monoid of ideals in OL with
L

pN�
L

pZ. Every
element of C is represented by a nonzero ideal in OL and two nonzero ideals a;b in OL
represent the same element of C if and only if .a/aD .b/b for some a;b 2OL. The group
C D 0 if and only if OL is a principal ideal domain, and so C measures the failure of
factorization in OL to be unique.

THEOREM 3.10 (FINITENESS OF THE CLASS NUMBER) The ideal class group C is finite.

PROOF. The numerical norm Na of an ideal a of OL is defined to be the index .OLWa/. If
aD

Q
pri

i , then NaD
Q
.Np/ri . From this, and the fact that only finitely many prime ideals

p of OL lie over each prime ideal .p/ of Z, we see that, for any real number B , there exist
only finitely ideals a with Na� B . To prove the finiteness of C , one shows (more precisely)
that every element of C is represented by an ideal with

Na�
nŠ

nn

�
4

�

�s
j�Lj

1
2 ;

where nD ŒLWQ�, 2s is the number of nonreal complex embeddings of L, and �L is the
discriminant of OL over Z. See ANT, 4.3, or Samuel 2008, �4.3. 2

We next need to understand the group of units O�L of OL. The group Z� D f˙1g, but
already for the ring of integers ZŒ

p
2� in QŒ

p
2�, the group is infinite because

p
2C1 is a

unit in ZŒ
p
2�,

.
p
2C1/.

p
2�1/D 1:

In fact
ZŒ
p
2�� D f˙.1C

p
2/n j n 2 Zg ' Z=2Z˚Z:

THEOREM 3.11 (DEDEKIND UNIT THEOREM) The group O�L of units of OL is finitely
generated.
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PROOF. The group�.L/ of roots of 1 inL is finite (because, for all n� 1, the nth cyclotomic
polynomial is irreducible over Q; FT, 5.9) and cyclic (because, for all n� 1, it contains at
most n elements of order dividing n).

Choose an isomorphism

� WL˝QR! Rr �Cs; ˛˝1 7! .�1˛; : : : ;�r˛;�rC1˛; : : : ;�rCs˛/:

This gives a homomorphism

O�L! RrCs; ˛ 7! .log j�1˛j; : : : ; log j�r˛j; log j�rC1˛j; : : : ; log j�rCs˛j/

One proves the theorem by showing that this homomorphism has kernel the finite subgroup
�.L�/ of L� and image a full lattice in the hyperplane

H W x1C�� �CxrC2xrC1C�� �C2xrCs

of RrCs , so that

O�L � �.L/�Z
rCs�1:

See ANT, Chapter 5, or Samuel 2008, �4.4. 2

An element a of OL is a unit if and only if .a/DOL. This is equivalent to saying that
ordp.a/D 0 for all prime ideals p, and so we have an exact sequence

0! U ! L�!
M

p
Z! C ! 0

with U finitely generated and C finite. More generally, we have the following statement.

COROLLARY 3.12 Let T be a finite set of prime ideals of OL, and define UT and CT by
the exact sequence

0 UT L�
M

p…T
Z CT 0

x .ordp.x//:

Then UT is finitely generated and CT is finite.

PROOF. The kernel-cokernel exact sequence (2.2) of

L�
L

all pZ
L

p…T Zproject

is an exact sequence

0! U ! UT !
L

p2T Z! C ! CT ! 0:
2
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Proof of the finiteness in the general case: completion

We first generalize the statement (C), p. 117.

PROPOSITION 3.13 For an algebraic number field L and n� 1, let N denote the kernel of

a 7! .ordp.a/modn/WL�=L�n!
L

p…T Z=nZ.

Then there is an exact sequence

0! UT =U
n
T !N ! .CT /n! 0:

PROOF. Let P D Ker.
L

p…T Z! CT /. The required sequence is the kernel-cokernel
sequence of the pair of maps

L�=L�n P=nP
L

p…T Z=nZ:a b

To compute the kernels and cokernels of a and b, apply the snake lemma to the diagrams

UT L� P 0 P
L

p…T Z CT 0

0 UT L� P 0 P
L

p…T Z CT :

n n n n n n

2

COROLLARY 3.14 The group N is finite.

PROOF. This follows from 3.12 and 3.13. 2

Now the same argument as in the special case proves that S .n/.E=L/ is finite. After
Lemma 3.8, we may suppose that L contains a primitive nth root of 1 and that E.L/n D
E.Lal/n, so that

H 1.L;En/' L
�=L�n�L�=L�n. (30)

Let T be the (finite) set of prime ideals of OL not prime to n or where E has bad reduction.
Let 
 2 S .n/.E=L/. For each p … T , we have a commutative diagram

H 1.L;En/ H 1.Lp;En/ H 1.L0p;En/

.L�=L�n/2 .L�p =L
�n
p /2 .L0�p =L

0�n
p /2

.Z=nZ/2 .Z=nZ/2

' ' '

.ordp/2 .ordp/2

where L0p is an unramified extension of Lp such that the 
 maps to zero in H 1.L0p;En/ (cf.
3.6). It follows that, under the isomorphism (30), 
 maps into the finite group N �N .

ASIDE 3.15 The above proof of the finiteness of the Selmer group is simpler than the standard proof,
which unnecessarily “translates the putative finiteness of E.L/=nE.L/ into a statement about certain
field extensions of L.” However, other arguments may be more obviously algorithmic.
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4 Heights; proof of the finite basis theorem

Let P D .a0W : : : Wan/ 2 Pn.Q/. We call .a0; : : : ;an/ a primitive representative for P if

a0; : : : ;an 2 Z; gcd.a0; : : : ;an/D 1:

The height H.P / of P is then defined to be

H.P /Dmax
i
jai j;

where j � j is the usual absolute value. The logarithmic height h.P / of P is defined to be
logH.P /.

Heights on P1

Let F.X;Y / and G.X;Y / be homogeneous polynomials of degree m in QŒX;Y � with no
common zeros in P1.Qal/. Then F and G define a map

' W P1.Q/! P1.Q/; .xWy/ 7! .F.x;y/WG.x;y//:

LEMMA 4.1 There exists a constant B such that

jh.'.P //�mh.P /j � B; all P 2 P1.Q/:

PROOF. Since multiplying F and G by a nonzero constant does not change ', we may
suppose that F and G have integer coefficients. Let P 2 P1.Q/, and let .aWb/ be a primitive
representative for it. For any monomial cX iY m�i ,

jcaibj j � jcjmax.jajm; jbjm/,

and so
jF.a;b/j; jG.a;b/j � C .max.jaj; jbj/m

with
C D .mC1/max.jcoefficient of F or Gj/:

As F.a;b/; G.a;b/ 2 Z,

H.'.P //�max.jF.a;b/j; jG.a;b/j/ (31)

� C �max.jaj; jbj/m D C �H.P /m: (32)

On taking logs, we obtain the inequality

h.'.P //�mh.P /C logC:

The problem with proving a reverse inequality is that F.a;b/ and G.a;b/ may have a
large common factor, and so the inequality (31) may be strict. We use the hypothesis that F
and G have no common zero in Qal to limit this problem.

The hypothesis says that the resultant R of F and G (as homogeneous polynomials)
is nonzero (I, 1.26). Consider Y �mF.X;Y / D F

�
X
Y
;1
�

and Y �mG
�
X;Y

�
D G

�
X
Y
;1
�
.

When regarded as polynomials in the single variable X
Y

, F
�
X
Y
;1
�

and G
�
X
Y
;1
�

have the
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same resultant as F.X;Y / and G.X;Y /, and so (see I, �1) there are polynomials U
�
X
Y

�
,

V
�
X
Y

�
2 Z

�
X
Y

�
of degree m�1 such that

U
�
X
Y

�
F
�
X
Y
;1
�
CV

�
X
Y

�
G
�
X
Y
;1
�
DR:

On multiplying through by Y 2m�1 and renaming Y m�1U
�
X
Y

�
as U

�
X;Y

�
and Y m�1V

�
X
Y

�
as V.X;Y /, we obtain the equation

U.X;Y /F.X;Y /CV.X;Y /G.X;Y /DRY 2m�1:

Similarly, there are homogenous polynomials U 0.X;Y / and V 0.X;Y / of degree m�1 such
that

U 0.X;Y /F.X;Y /CV 0.X;Y /G.X;Y /DRX2m�1:

Substitute .a;b/ for .X;Y / to obtain the equations

U.a;b/F.a;b/CV.a;b/G.a;b/DRb2m�1;

U 0.a;b/F.a;b/CV 0.a;b/G.a;b/DRa2m�1:
(33)

From these equations, we deduce that gcd.F.a;b/;G.a;b// dividesgcd.Ra2m�1;Rb2m�1/D
R. As in the first part of the proof, there is a C > 0 such that

U.a;b/;U 0.a;b/;V .a;b/;V 0.a;b/� C .max jaj; jbj/m�1 :

Therefore, the equations (33) show that

2C .max jaj; jbj/m�1 �max.jF.a;b/j; jG.a;b/j/� jRjjaj2m�1 and jRjjbj2m�1;

i.e., that

max.jF.a;b/j; jG.a;b/j/�
jRj �H.P /2m�1

2C �h.P /m�1
D
jRj

2C
H.P /m�1:

Because gcd.F.a;b/;G.a;b//jR,

H.'.P //�
1

jRj
max.jF.a;b/j; jG.a;b/j/�

1

2C
H.P /m:

On taking logs, we obtain the inequality

h.'.P //�mh.P /� log2C: 2

LEMMA 4.2 Let R be the image of .P;Q/ under the map

.aWb/; .cWd/ 7! .acWad CbcWbd/WP1.Q/�P1.Q/! P2.Q/:

Then
1

2
�

H.R/

H.P /H.Q/
� 2:
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PROOF. Choose .aWb/ and .cWd/ to be primitive representatives of P and Q. Then

H.R/�max.jacj; jad Cbcj; jbd j/

� 2max.jaj; jbj/max.jcj; jd j/

D 2H.P /H.Q/:

If a prime p divides both ac and bd , then either it divides a and d but not b or c, or the
other way round. In either case, it does not divide ad Cbc, and so .ac;ad Cbc;bd/ is a
primitive representative for R. It remains to show that

max.jacj; jad Cbcj; jbd j/�
1

2
.max.jaj; jbj/.max jcjjd j/ ;

but this is an elementary exercise (e.g., regard a;b;c;d as real numbers, and rescale the two
pairs so that aD 1D c). 2

Heights on E

Let E be the elliptic curve

E W Y 2Z DX3CaXZ2CbZ3; a;b 2Q; �D 4a3C27b2 ¤ 0:

For P 2E.Q/, define

H.P /D

�
H..x.P /Wz.P /// if z.P /¤ 0
1 if P D .0W1W0/:

and
h.P /D logH.P /:

There are other definitions of h, but they differ by bounded amounts, and therefore they lead
to the same canonical height (see below).

LEMMA 4.3 For any constant B , the set of P 2E.Q/ such that h.P / < B is finite.

PROOF. Certainly, for any B , the set fP 2 P1.Q/ jH.P /� Bg is finite, but for each point
.x0Wz0/ 2 P1.Q/, there are at most two points .x0WyWz0/ 2 E.Q/, and so fP 2 E.Q/ j
H.P /� Bg is finite. 2

LEMMA 4.4 There exists a constant A such that

jh.2P /�4h.P /j � A:

PROOF. Let P D .xWyWz/ and 2P D .x2Wy2Wz2/. According to the duplication formula
(p. 52),

.x2Wz2/D .F.x/WG.x//;

where F.X;Z/ and G.X;Z/ are homogeneous polynomials of degree 4 such that

F.X;1/ D .3X2Ca/2�8X.X3CaXCb/

G.X;1/ D 4.X3CaXCb/:

Since X3CaXCb and its derivative 3X2Ca have no common root, neither do F.X;1/
and G.X;1/, and so Lemma 4.1 shows that

jh.2P /�4h.P /j � A

for some constant A. 2
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LEMMA 4.5 There exists at most one function OhWE.Q/!R satisfying the following condi-
tions:

(a) Oh.P /�h.P / is bounded on E.Q/;
(b) Oh.2P /D 4 Oh.P /.

PROOF. If Oh satisfies (a) with bound B , thenˇ̌̌
Oh.2nP /�h.2nP /

ˇ̌̌
� B:

If in addition it satisfies (b), then ˇ̌̌̌
Oh.P /�

h.2nP /

4n

ˇ̌̌̌
�
B

4n
;

and so
Oh.P /D lim

n!1
h.2nP /=4n:

2

Any function OhWE.Q/! R satisfying (a) and (b) of the lemma will be called the
canonical,3 or Néron–Tate, height function. According to the proof, if Oh exists then Oh.P /
must be the limit of the sequence h.2nP /=4n.

LEMMA 4.6 For all P 2E.Q/, the sequence h.2nP /=4n is Cauchy in R.

PROOF. From Lemma 4.4, we know that there exists a constant A such that

jh.2P /�4h.P /j � A

for all P . For N �M � 0 and P 2E.Q/,ˇ̌̌̌
ˇh.2NP /4N

�
h.2MP /

4M

ˇ̌̌̌
ˇD

ˇ̌̌̌
ˇ
N�1X
nDM

�
h.2nC1P /

4nC1
�
h.2nP /

4n

�ˇ̌̌̌
ˇ

�

N�1X
nDM

1

4nC1
jh.2nC1P /�4h.2nP /j

�

N�1X
nDM

1

4nC1
A

�
A

4MC1

�
1C

1

4
C
1

42
C�� �

�
D

A

3 �4M
:

Therefore the sequence h.2nP /=4n is Cauchy. 2

The lemma allows us to define

Oh.P /D lim
n!1

h.2nP /

4n
; all P 2E.Q/.

3There are different normalizations of the canonical height in the literature, one of which is twice another
(see Cremona 1997, 3.4).
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THEOREM 4.7 The function OhWE.Q/! R is a Néron–Tate height function. Moreover,
(a) for all C � 0, the set fP 2E.Q/ j Oh.P /� C g is finite;
(b) Oh.P /� 0, with equality if and only if P has finite order.

PROOF. When M is taken to be zero, the inequality in the proof of Lemma 4.6 becomesˇ̌̌̌
ˇh.2NP /4N

�h.P /

ˇ̌̌̌
ˇ� A3 :

On letting N !1, we find that Oh satisfies condition (a) of Lemma 4.5. For condition (b),
note that

Oh.2P /D lim
n!1

h.2nC1P /

4n
D 4 � lim

n!1

h.2nC1P /

4nC1
D 4 � Oh.P /:

Thus, Oh is a Néron–Tate height function.
The set of P for which Oh.P /� C is finite because h has this property and the difference

Oh.P /�h.P / is bounded.
Because H.P / is an integer � 1, both h.P / and Oh.P / are � 0. If P is torsion, then

f2nP j n � 0g is finite, so Oh is bounded on it, say, by D, and then Oh.P /D Oh.2nP /=4n �
D=4n for all n; therefore Oh.P / D 0. On the other hand, if P has infinite order, then
f2nP j n� 0g is infinite and Oh is unbounded on it (by (a)). Hence Oh.2nP / > 1 for some n,
and so Oh.P / > 4�n > 0. 2

Let f WM !K be a function from an abelian group M into a field K of characteristic
¤ 2. Such an f is called a quadratic form if f .2x/D 4f .x/ and

B.x;y/
def
D f .xCy/�f .x/�f .y/

is bi-additive. Then B is symmetric, and it is the only symmetric bi-additive form BWM �

M !K such that f .x/D 1
2
B.x;x/. We shall need the following criterion.

LEMMA 4.8 A function f WM !K from an abelian group into a field K of characteristic
¤ 2 is a quadratic form if it satisfies the parallelogram4 law,

f .xCy/Cf .x�y/D 2f .x/C2f .y/ all x;y 2M:

PROOF. Let f satisfy the parallelogram law. On taking x D y D 0 in the parallelogram
law, we find that f .0/D 0; on taking x D y we find that f .2x/D 4f .x/; and on taking
x D 0 we find that f .�y/ D f .y/. As B.x;y/ is symmetric, it remains to show that
B.xCy;z/D B.x;z/CB.y;z/, i.e., that

f .xCyCz/�f .xCy/�f .xCz/�f .yCz/Cf .x/Cf .y/Cf .z/D 0:

Now four applications of the parallelogram law show that

f .xCyCz/Cf .xCy�z/�2f .xCy/�2f .z/D 0

f .xCy�z/Cf .x�yCz/�2f .x/�2f .y�z/D 0

f .xCyCz/Cf .x�yCz/�2f .xCz/�2f .y/D 0

2f .yCz/C2f .y�z/�4f .y/�4f .z/D 0:

The alternating sum of these equations is (double) the required equation. 2

4In elementary linear algebra, the parallelogram law says that, for vectors u and v in Rn,

kuCvk2Cku�vk2 D 2kuk2C2kvk2:
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PROPOSITION 4.9 The height function OhWE.Q/! R is a quadratic form.

We have to prove the parallelogram law.

LEMMA 4.10 There exists a constant C such that

H.P1CP2/ �H.P1�P2/� C �H.P1/
2
�H.P2/

2

for all P1;P2 2E.Q/.

PROOF. Let P1CP2 D P3 and P1�P2 D P4, and let Pi D .xi Wyi Wzi /. Then

.x3x4Wx3z4Cx4z3Wz3z4/D .w0Ww1Ww2/;

where

w0 D x
2
1x
2
2 �2ax1x2z1z2�4b.x1z1z

2
2Cx2z

2
1z2/Ca

2z21z
2
2

w1 D 2.x1x2Caz1z2/.x1z2Cx2z1/C4bz
2
1z
2
2

w2 D .x2z1�x1z2/
2:

For example, by the addition formula (p. 51)

x3.x1�x2/
2
D x1x

2
2Cx

2
1x2�2y1y2Ca.x1Cx2/C2b

x4.x1�x2/
2
D x1x

2
2Cx

2
1x2C2y1y2Ca.x1Cx2/C2b:

On adding these equations, and making them homogeneous, we obtain the equation

x3z4Cx4z3 D w1=w2:

Similarly,
x3x4 D w0=w2:

After choosing .x1Wy1Wz1/ and .x2Wy2Wz2/ to be primitive representatives for P1 and P2, it
is clear that

H.w0Ww1Ww2/� C �H.P1/
2
�H.P2/

2

for some constant C . Here H.w0Ww1Ww2/ is the height of .w0Ww1Ww2/ as a point of P2.Q/.
According to Lemma 4.2,

H.w0Ww1Ww2/�
1

2
H.P3/H.P4/:

On combining these two inequalities, we obtain the required inequality (with the constant
2C ). 2

LEMMA 4.11 The canonical height function OhWE.Q/! R satisfies the parallelogram law,

Oh.P CQ/C Oh.P �Q/D 2 Oh.P /C2 Oh.Q/:
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PROOF. On taking logs in the previous lemma, we find that

h.P CQ/Ch.P �Q/� 2h.P /C2h.Q/C logC:

On replacing P and Q with 2nP and 2nQ, dividing through by 4n, and letting n!1, we
obtain the inequality

Oh.P CQ/C Oh.P �Q/� 2 Oh.P /C2 Oh.Q/:

Putting P 0 D P CQ and Q0 D P �Q in this gives the reverse inequality,

Oh.P 0/C Oh.Q0/� 2 Oh

�
P 0CQ0

2

�
C2 Oh

�
P 0�Q0

2

�
D
1

2
Oh.P 0CQ0/C

1

2
Oh.P 0�Q0/: 2

REMARK 4.12 Let K be a number field. When OK is not a principal ideal domain, there
might not exist a primitive representative for a point5 P of Pn.K/, and so the definition we
gave for the height of a point in Pn.Q/ does not extend directly to number fields. Instead,
we need a slightly different approach. Note that, for c 2Q�,Y

pD2;:::;1

jcjp D 1 (product formula).

Here j � jp is the usual absolute value when p D1 and otherwise is the p-adic valuation
defined in I, �2. Hence, for P D .a0Wa1W : : : Wan/ 2 Pn.Q/,

H.P /
def
D

Y
pD2;:::;1

max
i
.jai jp/

is independent of the choice of a representative for P . Moreover, when .a0; : : : ;an/ is
chosen to be a primitive representative, then maxi jai jp D 1 for all p ¤1, and so H.P /D
maxi jai j1, which agrees with the earlier definition. For a number field K, it is possible to
normalize the valuations so that the product formula holds (see ANT, 8.8), and then

H.P /
def
D

Y
v

max
i
.jai jv/; P D .a0Wa1W : : : Wan/;

gives a good notion of a height on Pn.K/. With this definition, all the results of this section
extend to elliptic curves over number fields.

NOTES Every projective embedding X ,! Pn of a projective variety over a number field K defines
a height function on X.K/, and the height functions defined by two different embeddings differ by a
bounded amount. In a Short Communication at the 1958 International Congress of Mathematicians,
Néron conjectured that, whenX is an abelian variety, among the possible height functionsX.K/!R
there is one that is a quadratic form. Tate proved this in 1962 by the above argument. Néron later
found another construction of the quadratic height, which is more complicated, but which has the
advantage of expressing it as a sum of local heights.

5More precisely, there might not exist a0; : : : ;an 2OK such that P D .a0 W : : : W an/ and the ideal generated
by the ai is OK .



128 Chapter IV. The Arithmetic of Elliptic Curves

Proof of the finite basis theorem

We prove the following more precise statement.

PROPOSITION 4.13 Let C > 0 be such that S def
D fP 2E.Q/ j Oh.P /� C g contains a set of

coset representatives for 2E.Q/ in E.Q/; then S generates E.Q/.

PROOF. Suppose that there exists aQ 2E.Q/ not in the subgroup generated by S . Because
Oh takes discrete values, we may choose Q so that Oh.Q/ has the smallest possible value.
From the definition of S , there exists a P 2 S such that QD P C2R for some R 2E.Q/.
Clearly, R cannot be in the subgroup generated by S , and so Oh.R/� Oh.Q/. Thus,

2 Oh.P /D Oh.P CQ/C Oh.P �Q/�2 Oh.Q/ (by 4.11)

� 0C Oh.2R/�2 Oh.Q/ (because h.�/� 0)

D 4 Oh.R/�2 Oh.Q/ (see 4.5b)

� 2 Oh.Q/;

which is a contradiction because Oh.P /� C and Oh.Q/ > C . 2

In view of Remark 4.12, this argument works without change for any number field K.

REMARK 4.14 Let C be as in the statement of the proposition, and let P1; : : : ;Ps be a set
of representatives for the elements of E.Q/=2E.Q/. Let Q 2 E.Q/ have Oh.Q/ > C , and
write QD Pi C2R with R 2E.Q/. Then Oh.R/ < Oh.Q/ because otherwise the argument in
the proposition would give a contradiction. Thus C has the property used in the sketch of a
proof p. 105.

5 The problem of computing the rank of E.Q/

According to André Weil, one of the two oldest outstanding problems in mathematics is that
of finding an algorithm for determining the group E.Q/.6 We know that E.Q/ is finitely
generated, and so

E.Q/�E.Q/tors˚Zr ;

for some r � 0, called the rank. Since we know how to compute E.Q/tors (see II, 5.1), this
amounts to finding an algorithm for determining r , or better, for determining a basis for
E.Q/=E.Q/tors. We regard the Selmer group S .n/.E=Q/ as giving a computable upper
bound for r withX.E=Q/n as the error term (see the fundamental exact sequence (29),
p. 113). The problem is to determine the image of E.Q/ in S .n/.E=Q/.

Fix a prime p. From

0 Epn E E 0

0 EpnC1 E E 0

pn

p

pnC1

p 1

6In the form of the congruent number problem. The other is the question of whether there is an odd perfect
number. I once suggested to Weil that this last was not very interesting, but he responded that we won’t know
until it has been answered.
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we get a commutative diagram,

0 E.Q/=pnE.Q/ H 1.Q;Epn/ H 1.Q;E/pn 0

0 E.Q/=pnC1E.Q/ H 1.Q;EpnC1/ H 1.Q;E/pnC1 0

p

and hence a commutative diagram,

0 E.Q/=pE.Q/ S .p/.E=Q/ X.E=Q/p 0

0 E.Q/=p2E.Q/ S .p
2/.E=Q/ X.E=Q/p2 0

:::
:::

:::

0 E.Q/=pnE.Q/ S .p
n/.E=Q/ X.E=Q/pn 0:

p

p

p

The vertical maps at left are the natural quotient maps. Let S .p;n/.E=Q/ denote the image
of S .p

n/.E=Q/ in S .p/.E=Q/.

PROPOSITION 5.1 We have

E.Q/=pE.Q/�
\

n
S .p;n/.E=Q/;

with equality if there is no nonzero element inX.E=Q/ divisible by all powers of p. In this
last case,

E.Q/=pE.Q/' S .p;n0/.E=Q/

for all sufficiently large n0.

PROOF. As the left-hand vertical arrows in the above diagram are surjective, the image of
E.Q/=pE.Q/ in S .p/ equals the image of E.Q/=pnE.Q/, which is contained in S .p;n/ by
the commutativity of the diagram. Conversely, let 
 lie in

T
nS

.p;n/, so that, for each n,
there exists an element 
n 2 S .p

n/ mapping to 
 . Let ın be the image of 
n inXpn . Then
pn�1ın D ı1 for all n, and so ı1 is divisible by all powers of p. If the only such element in
X is zero, then 
 is in the image of E.Q/=pE.Q/.

The groupX is torsion andXpn is finite for all n. If there does not exist a nonzero
element inX divisible by all powers of p, then the p-primary componentX.p/ ofX is
finite.7 Thus, there exists an n0 such that pn0�1X.p/D 0. Now S .p;n0/ maps to zero in
Xp, and so

E.Q/=pE.Q/' S .p;n0/.E=Q/: 2

7Let A be a torsion abelian group such that Apn is finite and nonzero for all n. For each N , let A.N/ be the
set of infinite sequences a1; : : : ;an; : : : with an 2 Apn for all n and pan D an�1 for n � N . Each A.N/ is a
nonempty closed subset of the compact space

Q
nApn and A.1/� A.2/� �� � . A standard result in topology

shows that
T
N A.N/ is nonempty, and so A contains a nonzero element divisible by all powers of p.
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REMARK 5.2 This gives a strategy for computing r . Calculate S .p/, and let your computer
run overnight to calculate the subgroup T .1/ of E.Q/ generated by the points with height
h.P /� 10. If T .1/ maps onto S .p/ we have found r , and even a set of generators for E.Q/.
If not, calculate S .p

2/, and have the computer run overnight again to calculate the subgroup
T .2/ of E.Q/ generated by points with height h.P /� 102. If the image of T .2/ in S .p/ is
S .p;2/, then we have found r . If not, we continue . . .

Nightmare possibility: The Tate–Shafarevich group contains a nonzero element divisible
by all powers of p, in which case “we are doomed to continue computing through all eternity”
(Tate 1974, p. 193). This would happen, for example, ifX.E=Q/ contains a copy of Qp=Zp .
It is widely conjectured that this does not happen.

CONJECTURE 5.3 The Tate–Shafarevich group is always finite.

Equivalently,X.E=Q/ has no nonzero divisible element andX.E=Q/p D 0 for all but
finitely many p.

Until the work of Kolyvagin and Rubin about 1987 (Kolyvagin 1988a,b; Rubin 1987),
the Tate–Shafarevich group was not known to be finite for a single elliptic curve over Q.
Over function fields, examples of elliptic curves with finite Tate–Shafarevich group had been
known 20 years earlier (Milne 1968) — see �10.

Selmer’s conjecture and the Cassels pairing

The fundamental exact sequence (29), p. 113, shows thatXm measures the error when S .m/

is used to estimate E.Q/=mE.Q/. With the help of an electronic computer, Selmer (1954)
found empirically in a large number of cases that the difference between the estimates for
the number of generators of E.Q/ obtained from S .m/ and S .m

2/ was even. He conjectured
that this is always true.

A possible explanation for Selmer’s observation runs as follows. Suppose thatX.E=Q/
is finite and admits a nondegenerate bilinear form l with values in Q=Z that is alternating
in the sense that l.�;�/D 0 (all � 2X/. ThenX has order a square.8 Moreover, when
restricted toXm, the bilinear form l has kernel the subgroupXm\mX. This implies that
the index ofXm\mX inXm is a square, which in turn implies Selmer’s conjecture.

This argument motivated Cassels to prove the following theorem.

THEOREM 5.4 (CASSELS 1962b) Let E be elliptic curve over Q. There is a canonical
alternating bilinear form l onX.E=Q/ with values in Q=Z whose kernel is exactly the
group of divisible elements ofX.E=Q/.

This is probably the most lasting contribution of Cassels to the subject. Granted the
theorem, ifX.E=Q/ has no element divisible by all powers of p, then Selmer’s conjecture
is true for p. Put differently, if Selmer’s conjecture fails for a single p, then Conjecture 5.3
is false.

NOTES Let C be the group making the sequence

0!X.E=Q/!H 1.Q;E/!
M

pD2;:::;1

H 1.Qp;E/! C ! 0;

8IfX is killed by p, hence is a vector space over Fp , this is a standard result in linear algebra. The general
statement for a finite abelian group can be deduced from this by an induction argument.
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exact, and endow each group in the sequence with the discrete topology. WhenX.E=Q/ is finite,
Cassels (1964) showed that the Pontryagin dual of this sequence is an exact sequence

0 X.E=Q/ � 
Y

pD2;:::;1

H 1.Qp;E/ OE.Q/ 0; (34)

where OE.Q/ is the profinite completion of E.Q/, i.e., OE.Q/D lim
 �n

E.Q/=nE.Q/.
Tate generalized the work of Cassels by proving a duality between the Tate–Shafarevich groups

of an abelian variety and its dual (Cassels–Tate duality), and by constructing the dual exact sequence
(34) for abelian varieties (the Cassels–Tate dual exact sequence). See Tate 1963.

Explicit calculations of the rank

Explicitly computing the rank r of E.Q/ can be difficult9 (perhaps impossible), but occa-
sionally it is straightforward. In order to avoid the problem of having to work with a number
field L other than Q, we assume that the elliptic curve has all its points of order 2 rational
over Q, and so is given by an equation

Y 2Z D .X �˛Z/.X �ˇZ/.X �
Z/; ˛;ˇ;
 distinct integers.

The discriminant of .X �˛/.X �ˇ/.X �
/ is

�D .˛�ˇ/2.ˇ�
/2.
 �˛/2:

PROPOSITION 5.5 The rank r of E.Q/ satisfies the inequality

r � 2�#fp j p divides 2�g:

PROOF. Let T DE.Q/tors. AsE.Q/�T ˚Zr , we haveE.Q/=2E.Q/�T=2T ˚.Z=2Z/r .

Because T is finite, the kernel and cokernel of T
2
! T have the same order, and so

T=2T � .Z=2Z/2. We have an injection

E.Q/=2E.Q/ ,! .Q�=Q�2/2;

and the image is contained in the product of the subgroups of Q�=Q�2 generated by �1 and
the primes where E has bad reduction, namely, those dividing 2� (see 3.7). 2

It is possible to improve this estimate. Let T1 be the set of prime numbers dividing � for
which the reduction is nodal and T2 the set for which it is cuspidal. Thus T1 consists of the
prime numbers modulo which two of the roots of .X �˛/.X �ˇ/.X �
/ coincide, and T2
consists of those modulo which all three coincide. Let t1 and t2 respectively be the numbers
of elements of T1 and T2.

PROPOSITION 5.6 The rank r of E.Q/ satisfies r � t1C2t2�1.

PROOF. Define '˛ WE.Q/=2E.Q/!Q�=Q�2 as in (3.7):

'˛..x W y W z//D

8<:
.x
z
�˛/Q�2 z ¤ 0; x ¤ ˛zI

.˛�ˇ/.˛�
/Q� z ¤ 0; x D ˛z

Q� .x W y W z/D .0 W 1 W 0/:

9Of course, one can always type ellgenerators into Pari, and hope that someone else has done the hard
work.
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Define 'ˇ similarly — the map

P 7! .'˛.P /;'ˇ .P //WE.Q/=2E.Q/! .Q�=Q�2/2

is injective. For each prime p, let 'p.P / be the element of .Z=2Z/2 whose components are

ordp.'˛.P // mod 2; and ordp.'ˇ .P // mod 2

and let '1.P / be the element of f˙g2 whose components are

sign.'˛.P //; and sign.'ˇ .P //:

To prove the proposition, it suffices to prove the following statements:
(a) if p does not divide �, then 'p.P /D 0 for all P ;

(b) if p 2 T1, then 'p.P / is contained in the diagonal of F22 for all P ;

(c) when ˛;ˇ;
 are ordered so that ˛ < ˇ < 
 , '1.P / equals .C;C/ or .C;�/.
Except for p D 2, (a) was proved in the paragraph preceding (3.7).
We prove (b) in the case ˛ � ˇ mod p and P D .x W y W 1/, x ¤ ˛;ˇ;
 . Let

aD ordp.x�˛/; b D ordp.x�ˇ/; c D ordp.x�
/:

Because
.x�˛/.x�ˇ/.x�
/

is a square, aCbC c � 0 mod 2.
If a < 0, then (because ˛ 2 Z) p�a occurs as a factor of the denominator of x (in its

lowest terms), and it follows that b D aD c. Since aCbC c � 0 mod 2, this implies that
a� b � c � 0 mod 2, and so 'p.P /D 0. The same argument applies if b < 0 or c < 0.

If a > 0, then p divides the numerator of x�˛. Because p does not divide .˛�
/, it
does not divide .˛�
/C .x�˛/D .x�
/, and so c D 0. Now aCb � 0 mod 2 implies
that 'p.P / lies in the diagonal of F22. A similar argument applies if b > 0 or c > 0.

The remaining cases of (b) are proved similarly.
We prove (c). Let P D .x W y W 1/, x ¤ ˛;ˇ;
 . We may suppose that ˛ < ˇ < 
 , so that

.x�˛/ > .x�ˇ/ > .x�
/. Then '1.P /D .C;C/, .C;�/, or .�;�/. However, because

.x�˛/.x�ˇ/.x�
/

is a square in Q, the pair .�;�/ is impossible. The cases x D ˛, etc. are equally easy. 2

EXAMPLE 5.7 The curve
E W Y 2Z DX3�XZ2

is of the above form with .˛;ˇ;
/ D .�1;0;1/. The only bad prime is 2, and here the
reduction is nodal. Therefore r D 0, and E has no point of infinite order,

E.Q/� .Z=2Z/2:

ASIDE 5.8 It is an old, but still open, question whether the rank of E.Q/ is bounded or can be
arbitrarily large.10 At present (2020), the highest known rank is 28 — this has not changed since the

10Cassels (1966, p. 257) wrote: “it has been widely conjectured that there is an upper bound for the rank
depending only on the groundfield. This seems to me implausible because the theory makes it clear that an
[elliptic curve] can only have high rank if it is defined by equations with very large coefficients.” Tate (1974,
p. 194) wrote “I would guess that there is no bound on the rank.” Since then, opinion has shifted back towards
the rank being bounded. Park et al. (2019) present a heuristic that suggests that there are only finitely many
elliptic curves over Q with rank greater than 21. See also Poonen 2018.



6. The Néron–Tate pairing 133

first edition of the book (2006). For the current records, see http://web.math.hr/~duje/tors/
tors.html. For elliptic curves over k.T /, k a finite field, it is known that the rank can be arbitrarily
large (Tate and Shafarevich 1967).

EXERCISE 5.9 Do one of the following two problems (those who know the quadratic
reciprocity law should do (2)).

(1) Show that E.Q/ is finite if E has equation

Y 2Z DX3�4XZ2:

Hint: Let P be a point of infinite order in E.Q/, and show that, after possibly replac-
ing P with P CQ, where 2Q D 0, '2.P / is zero. Then show that '1.P / D .C;C/ —
contradiction.

(2) Let E be the elliptic curve

Y 2Z DX3�p2XZ2;

where p is an odd prime. Show that the rank r of E.Q/ satisfies:

r � 2 if p � 1 mod 8

r D 0 if p � 3 mod 8

r � 1 otherwise.

Hint: Let P be a point of infinite order in E.Q/, and show that, after possibly replacing P
with P CQ, where 2QD 0, 'p.P / is zero.

These are standard examples.

6 The Néron–Tate pairing

We saw in �4, that there is a canonical Z-bilinear pairing

BWE.Q/�E.Q/! R; B.x;y/D Oh.xCy/� Oh.x/� Oh.y/:

This pairing extends uniquely to an R-bilinear pairing

B WE.Q/˝R�E.Q/˝R! R:

If fe1; : : : ; erg is a Z-basis for E.Q/=E.Q/tors, then fe1˝ 1; : : : ; er ˝ 1g is an R-basis for
E.Q/˝ZR, with respect to which B has matrix

�
B.ei ; ej /

�
.

THEOREM 6.1 The bilinear pairing

BWE.Q/˝R�E.Q/˝R! R

is positive definite; in particular, it is nondegenerate.

This follows from Theorem 4.7 and the next lemma. By a lattice in a R-vector space V ,
we mean the Z-submodule generated by a basis for V (sometimes this is called a full lattice).

LEMMA 6.2 Let qWV ! R be a quadratic form on a finite-dimensional R-vector space V .
If there exists a lattice � in V such that

(a) for every constant C , the set fP 2� j q.P /� C g is finite,

http://web.math.hr/~duje/tors/tors.html
http://web.math.hr/~duje/tors/tors.html
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(b) the only P 2� with q.P /D 0 is P D 0,
then q is positive definite on V .

PROOF. There exists a basis for V relative to which q takes the form

q.X/DX21 C�� �CX
2
s �X

2
sC1�� � ��X

2
t ; t � dimV:

We assume that s ¤ dimV and derive a contradiction. We use the basis to identify V with
Rn. Let � be the length of the shortest vector in �, i.e.,

�D inffq.P / j P 2�;P ¤ 0g:

The conditions (a,b) imply that � > 0. Consider the set

B.ı/D

�
.xi / 2 Rn

ˇ̌̌̌
x21C�� �Cx

2
s �

�

2
; x2sC1C�� �Cx

2
t � ı

�
:

The length (using q) of every vector in B.ı/ is � �=2, and so B.ı/\� D f0g, but the
volume of B.ı/ can be made arbitrarily large by taking ı large, and so this violates the
following famous theorem of Minkowski. 2

THEOREM 6.3 (MINKOWSKI) Let � be a lattice in Rn with fundamental parallelepiped
D0, and let B be a subset of Rn that is compact, convex, and symmetric in the origin. If

Vol.B/� 2nVol.D0/

then B contains a point of � other than the origin.

PROOF. We first show that a measurable set S in Rn with Vol.S/ > Vol.D0/ contains
distinct points ˛;ˇ such that ˛�ˇ 2�. Clearly

Vol.S/D
X

Vol.S \D/;

where the sum is over all the translates of D0 by elements of �. The fundamental par-
allelepiped D0 will contain a unique translate (by an element of �/ of each set S \D.
Since Vol.S/ > Vol.D0/, at least two of these sets will overlap, and so there exist elements
˛;ˇ 2 S such that

˛��D ˇ��0; some distinct �;�0 2�:

Then ˛�ˇ D ���0 2�Xf0g.
We apply this with S D 1

2
B

def
D f

x
2
j x 2 Bg. It has volume 1

2n Vol.B/ > Vol.D0/, and so
there exist distinct ˛;ˇ 2 B such that ˛=2�ˇ=2 2�. Because B is symmetric about the
origin, �ˇ 2 B , and because it is convex, .˛C .�ˇ//=2 2 B . 2

REMARK 6.4 Systems consisting of a real vector space V , a lattice � in V , and a positive
definite quadratic form q on V are of great interest in mathematics — they are typically
referred to simply as lattices. There exists a basis for V that identifies .V;q/ with .Rn;X21 C
�� � CX2n/. Finding a dense packing of spheres in Rn centred on the points of a lattice
amounts to finding a lattice � such that

k shortest vectorkn

Vol.fundamental parallelopiped/
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is large. Many lattices, for example, the Leech lattice, have very interesting automorphism
groups. See Conway and Sloane 1999.

An elliptic curve E over Q, gives rise to such a system, namely, V D E.Q/˝R,
�D E.Q/=E.Q/tors, q D Oh. As far as I know, they are not of interesting — at present no
elliptic curve is known with rank.E.Q// > 28. However, when the number field is replaced
by a function field in one variable, one gets infinite families of very interesting lattices. We
discuss this in �11 below.

7 Geometric interpretation of the cohomology groups; jacobians

Throughout this section, k is a perfect field and � D Gal.kal=k/.
For an elliptic curve E over k and an integer n > 1, we have an exact sequence of

cohomology groups (see �2):

0!E.k/=nE.k/!H 1.k;En/!H 1.k;E/n! 0:

Here H 1.k;En/ and H 1.k;E/ are defined to be the groups of continuous crossed ho-
momorphisms from � to E.kal/n and E.kal/ respectively modulo the principal crossed
homomorphisms. In this section, we shall give a geometric interpretation of these groups,
and hence also of the Selmer and Tate–Shafarevich groups. We shall attach to a curve W of
genus 1 over k, possibly without a rational point, an elliptic curve E, called its jacobian, and
we shall see that the Tate–Shafarevich group of an elliptic curve E classifies the curves of
genus 1 over k with jacobian E for which the Hasse principle fails, i.e., the curves having a
point in each Qp and in R without having a point in Q.

In general, H 1.k;�/ classifies objects over k that become isomorphic over kal to a fixed
object with automorphism group �. We shall see several examples of this.

Principal homogeneous spaces of sets

Let A be a commutative group. A right A-set

.w;a/ 7! wCaWW �A!W

is called a principal homogeneous space for A if W ¤ ; and the map

.w;a/ 7! .w;wCa/WW �A!W �W

is bijective, i.e., if for each pair w1;w2 2W , there is a unique a 2A such that w1CaDw2.

EXAMPLE 7.1 (a) Addition A�A! A makes A into a principal homogeneous space for
A.

(b) A principal homogeneous space for a vector space (for example, the universe accord-
ing to Newton) is called an affine space. Essentially an affine space is a vector space with
no preferred origin.

A morphism 'WW !W 0 of principal homogeneous spaces is simply a map A-sets. We
leave it to the reader to check the following statements.
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7.2 Let W and W 0 be principal homogeneous spaces for A.
(a) For any points w0 2 W , w00 2 W

0, there exists a unique morphism 'WW ! W 0

sending w0 to w00.
(b) Every morphism W ! W 0 is an isomorphism (i.e., has an inverse that is also a

morphism).

7.3 Let W be a principal homogeneous space for A.
(a) For any pointw0 2W , there is a unique morphismA!W (of principal homogeneous

spaces) sending 0 to w0.
(b) An a 2 A defines an automorphism w 7! wCa of W , and every automorphism of

W is of this form for a unique a 2 A.

The last statement shows that Aut.W /' A, and so we have defined a class of objects
having A as their groups of automorphisms.

Principal homogeneous spaces of curves

Let E be an elliptic curve over a field k. A principal homogeneous space11 for E is a curve
W over k together with a right action of E given by a regular map

.w;P / 7! wCP WW �E!W

such that
.w;P / 7! .w;wCP /WW �E!W �W

is an isomorphism of algebraic varieties. The conditions imply that, for every field K � k,
the set W.K/ is either empty or is a principal homogeneous space for the group E.K/.

EXAMPLE 7.4 Addition E �E!E makes E into a principal homogeneous space for E.
A principal homogeneous space isomorphic to this principal homogeneous space is said to
be trivial.

A morphism of principal homogeneous spaces for E is a regular map 'WW !W 0 such
that

W �E W

W 0�E W 0

'�idE '

commutes. The statements in the previous subsection extend mutatis mutandis to principal
homogeneous spaces for elliptic curves.

7.5 Let W and W 0 be principal homogeneous spaces for E.
(a) For any field K � k and points w0 2 W.K/, w00 2 W

0.K/, there exists a unique
morphism 'WW !W 0 over K sending w0 to w00.

(b) Every morphism W !W 0 is an isomorphism.

11The word “torsor” is also used. Principal homogeneous spaces are the analogue in arithmetic geometry of
principal bundles in topology.
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7.6 Let W be a principal homogeneous space for E. For any point w0 2 W.k/, there
is a unique homomorphism E!W (of principal homogeneous spaces) sending 0 to w0.
Thus W is trivial if and only if W.k/¤ ;. Since W has a point with coordinates in some
finite extension of k (this follows from the Nullstellensatz), it becomes trivial over such an
extension.

7.7 Let W be a principal homogeneous space for E. A point P 2 E.K/ defines an
automorphism w 7! wCP of W , and every automorphism of W over K is of this form for
a unique P 2E.K/. In particular, Aut.Wkal/'E.kal/.

The classification of principal homogeneous spaces

LetW be a principal homogeneous space forE over k. Then � acts continuously onW.kal/.
Choose a point w0 2W.kal/. For � 2 � , �w0 D w0Cf .�/ for a unique f .�/ 2 E.kal/.
On comparing the equalities

.��/w0 D w0Cf .��/ (definition of f )

.��/w0 D �.�w0/D �.w0Cf .�//D �w0C�.f .�//

D w0Cf .�/C�f .�/;

we see that f is a crossed homomorphism � ! E.kal/. Because w0 has coordinates in a
finite extension of k, f is continuous. A second point w1 2W.kal/ defines another crossed
homomorphism f1 by

�w1 D w1Cf1.�/;

but w1 D w0CP for some P 2E.Qal/, and so

�w1 D �.w0CP /D �w0C�P D w0Cf .�/C�P

D w1Cf .�/C�P �P;

which shows that f and f1 differ by a principal crossed homomorphism. Thus the coho-
mology class of f depends only on W . If this class is zero, then f .�/D �P �P for some
P 2E.kal/, and

�.w0�P /D �w0��P D w0C�P �P ��P D w0�P:

This implies that w0�P 2W.k/, and so W is a trivial principal homogeneous space (see
7.6).

THEOREM 7.8 The map W 7! Œf � defines a bijection

fprincipal homogeneous spaces for Eg
�

!H 1.k;E/ (35)

sending the trivial principal homogeneous space to the zero element.

PROOF. Let 'WW !W 0 be an isomorphism of principal homogeneous spaces for E (over
k), and let w0 2W.kal/. Then .W;w0/ and .W 0;'.w0// define the same crossed homomor-
phism, and so the map

fprincipal homogeneous spaces for Eg !H 1.k;E/
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is constant on isomorphism classes.
If W and W 0 define the same cohomology class, then we can choose w0 2 W.kal/

and w00 2W
0.kal/ so that .W;w0/ and .W 0;w00/ define the same crossed homomorphism.

According to 7.5, there is a unique isomorphism 'WW ! W 0 of principal homogeneous
spaces over kal sending w0 to w00. Let w 2W.kal/, and let w D w0CP with P 2 E.kal/.
Then

'.�w/D '.�.w0CP //D '.�w0C�P /D '.w0Cf .�/C�P /

D w00Cf .�/C�P D �w
0
0C�P

D �'.w/;

which implies that the map ' is defined over k (see I, 5.5). Hence the map (35) is one-to-one.
Finally let f W� !E.kal/ be a continuous crossed homomorphism. Let W denote the

algebraic curve Ekal over kal, but with � acting according to the rule

�P D �P Cf .�/; P 2W.kal/DE.kal/:

Then �
��P D ��P Cf .��/ D ��P Cf .�/C�f .�/

� .�P / D �.�P Cf .�// D ��P C�f .�/Cf .�/;

and so this is an action of � on W.kal/. The action is continuous (because f is) and regular,
and so arises from a model W0 of W over k (I, 5.5). The curve W0 has a natural structure of
a principal homogeneous space for E over k. 2

ASIDE 7.9 Let WC.E=k/ denote the set of isomorphism classes of principal homogeneous spaces
for E over k. The bijection in the theorem defines a commutative group structure on WC.E=k/,
which can be described as follows: for principal homogeneous spaces W and W 0, define W ^W 0 to
be the quotient of W �W 0 under the diagonal action of E, so that

.W ^W 0/.kal/D
�
W.kal/�W 0.kal/

�
=�;

.w;w0/� .wCP;w0CP /, P 2E.kal/:

Then W ^W 0 has a natural structure of a principal homogeneous space, and represents the sum of W
and W 0 in WC.E=k/.

Geometric interpretation of H 1.Q;En/

We now give a geometric interpretation of H 1.k;En/. An n-covering is a pair .W;˛/
consisting of a principal homogeneous spaceW for E and a regular map ˛WW !E (defined
over k) with the following property:

there exists a w1 2W.kal/ such that ˛.w1CP /D nP for all P 2E.kal/.
A morphism .W;˛/! .W 0;˛0/ of n-coverings is a morphism 'WW ! W 0 of principal
homogeneous spaces such that ˛ D ˛0 ı'.

For � 2 � , write
�w1 D w1Cf .�/; f .�/ 2E.kal/: (36)

As before, f is a crossed homomorphism with values in E.kal/. On applying ˛ to both sides
of (36) and using that

˛.�w1/D �.˛w1/D �.˛.w1CO//DO;
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we find that nf D 0, and so f takes values in En.kal/. The element w1 is uniquely
determined up to a replacement by w1CQ, Q 2 En.kal/, from which it follows that the
class of f in H 1.k;En/ is independent of the choice of w1.

THEOREM 7.10 The map .W;˛/ 7! Œf � defines a bijection

fn-coveringsg
�

!H 1.k;En/:

PROOF. Write WC.En=k/ for the set of n-coverings modulo isomorphism. The map “forget
˛” .W;˛/ 7!W defines a surjection

WC.En=k/!WC.E=k/n

whose fibres are, in a natural way principal homogeneous spaces for the group E.k/=nE.k/.
For example, if W is trivial, so that there exists a w0 2 W.k/, then ˛.w0/ 2 E.k/; if
w00 2W.k/ also, then w00 Dw0CP for some P 2E.k/, and ˛.w00/D ˛.w0/CnP , and so
˛.w0/ is well-defined as an element of E.k/=nE.k/. Now consider

WC.En=k/ WC.E=k/n

0 E.k/=nE.k/ H 1.k;En/ H 1.k;E/n 0:

b

a '

c

The diagram commutes, and so a maps the fibres of b into the fibres of c. As these fibres are
principal homogeneous spaces for E.k/=nE.k/, a is bijective on each fibre (by 7.2), and
hence is bijective on the entire sets. 2

The diagram in the proof gives a geometric interpretation of the exact sequence (28),
p. 112.

Traditionally, when carrying out the strategy in Remark 5.2, one works with pn-coverings
rather than cohomology classes, and the construction of pn-coverings is usually called the
nth descent in the literature. See Cassels 1966, �26.

ASIDE 7.11 Let 'WE!E 0 be a homomorphism of elliptic curves. A principal homogeneous space
W for E gives a well-defined principal homogeneous space W 0 D '�W for E 0 and a '-equivariant
map W !W 0. To give an n-covering amounts to giving a principal homogeneous space W for E
and a trivialization of n�E.

Twists of elliptic curves

In this subsection we study the following problem:
given an elliptic curve E0 over k, find all elliptic curves E over k that become
isomorphic to E0 over kal.

Such a curve E is called a twist of E0. Remember that an elliptic curve E over k has a
distinguished point O 2 E.k/. For simplicity, we assume that the characteristic of k is
¤ 2;3, so that we can write our elliptic curve as

E.a;b/ W Y 2Z DX3CaXZ2CbZ3; a;b 2 k; �¤ 0:

Recall (I, 2.1) that E.a;b/ and E.a0;b0/ are isomorphic if and only if there exists a c 2 k�

such that a0 D c4a, b0 D c6b. Every such c defines an isomorphism

.xWyWz/ 7! .c2xWc3yWz/WE.a;b/!E.a0;b0/;

and all isomorphisms are of this form.
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EXAMPLE 7.12 For all d 2 k�,

Ed W dY
2Z DX3CaXZ2CbZ3;

is a twist of E.a;b/. Indeed, after making a change of variables dZ$ Z, the equation
becomes

Y 2Z DX3C
a

d2
XZ2C

b

d3
Z3;

and so Ed becomes isomorphic to E.a;b/ over any field in which d is a square.

In order to be able to apply cohomology, we need to compute the group Aut.E;0/ of
automorphisms of E fixing the zero element. Such an automorphism commutes with the
group structure (I, 1.5), and so we can apply II, 2.1b, with .a0;b0/D .a;b/.

CASE ab ¤ 0: Here we seek c 2 k� such that c4 D 1D c6. These equations imply that
c D˙1, and so the only automorphisms of .E;O/ are the identity map and

.x W y W z/ 7! .x W �y W z/:

CASE aD 0: Here c can be any 6th root � of 1 in k, and the automorphisms of .E;O/
are the maps

.x W y W z/ 7! .�2ix W �3iy W z/; i D 0;1;2;3;4;5:

CASE b D 0: Here c can be any 4th root � of 1 in k, and the automorphisms of .E;O/
are the maps

.x W y W z/ 7! .�2ix W �3iy W z/; i D 0;1;2;3:

PROPOSITION 7.13 Let .E;O/ be an elliptic curve over a field k of characteristic ¤ 2;3.
The automorphism group of .E;O/ is f˙1g unless j.E/ is 0 or 1728, in which cases it is
isomorphic to �6.k/ or �4.k/ respectively.

PROOF. As j.E/D 1728.4a3/

4a3C27b2 , this follows from the above discussion. 2

For an elliptic curve E0 over k, we write Autkal.E/ for Aut.Ekal/.

REMARK 7.14 (a) Note that the proposition is consistent with III, 3.17, which says that
(over C), End.E/ is isomorphic to Z or to a subring of the ring of integers in a field QŒ

p
�d�,

d > 0. The only units in such rings are roots of 1, and only QŒ
p
�1� and QŒ

p
�3� contain

roots of 1 other than˙1.
(b) If we allow k to have characteristic 2 or 3, then it is still true that Aut.E;O/D f˙1g

when j.E/¤ 0;1728.
However, if k is algebraically closed of characteristic 2 and j D 0D 1728; then E is

isomorphic to the curve Y 2�Y DX3. In this case, Aut.E;O/ is a noncommutative group
of order 24. Its action on E3.k/� F23 defines an isomorphism Aut.E;O/� SL2.F3/.

If k is algebraically closed of characteristic 2 and j D 0D 1728, then E is isomorphic
to the curve Y 2 DX3�X . In this case, Aut.E;O/ is a noncommutative group of order 12.
Its action on E2.k/� F22 defines an isomorphism Aut.E;O/=f˙1g � SL2.F2/' S3.

Fix an elliptic curve E0 over k, and let E be an elliptic curve over k that becomes
isomorphic to E0 over kal. Choose an isomorphism 'WE0!E over kal. For every � 2 � ,
we obtain a second isomorphism �'

def
D � ı' ı��1WE0! E over kal. For example, if '
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is .x W y W z/ 7! .c2x W c3y W z/, then �' is .x W y W z/ 7! ..�c/2x W .�c/3y W z/. The two
isomorphisms ';�'WE0!E (over kal) differ by an automorphism of E0 over kal:

�' D ' ı˛.�/; ˛.�/ 2 Autkal.E0;O/:

On comparing the equalities

.��/' D ' ı˛.��/ (by definition)

.��/' D �.�'/D �.' ı˛.�//

D ' ı˛.�/ı�˛.�/;

we see that ˛ is a crossed homomorphism � ! Autkal.E0;O/. Choosing a different
isomorphism ' replaces ˛.�/ by its composite with a principal crossed homomorphism.

THEOREM 7.15 The map E 7! Œ˛� defines a one-to-one correspondence

ftwists of E0g
�

1W1
 !H 1.�;Autkal.E0//:

PROOF. The proof is similar to that of Theorem 7.8. 2

COROLLARY 7.16 If j.E0/¤ 0;1728; then the twists of E0 are exactly the curves Ed in
Example 7.12.

PROOF. In this case, Autkal.E;O/D �2, and so H 1.�;�2/' k
�=k�2 (see 1.8). Under

the correspondence in the theorem, Ed $ d mod k�2. 2

REMARK 7.17 The same arguments can be used to obtain the description of the twisted
multiplicative groups on p. 55. The endomorphisms of the algebraic group Gm D A1Xf0g
are the maps t 7! tm, m 2 Z. Hence End.Gm/' Z and Aut.Gm/D .End.Gm//� D f˙1g.
The twisted forms of Gm are classified by

H 1.k;f˙1g/'H 1.k;�2/
1.8b
' k�=k�2.

The twisted multiplicative group corresponding to a 2 k�=k�2 is GmŒa�.

REMARK 7.18 Let Aut.E/ be the group of all automorphisms of E, not necessarily pre-
serving O . The map Q 7! tQ, where tQ is the translation P 7! P CQ, identifies E.k/ with
a subgroup of Aut.E/. I claim that Aut.E/ is a semi-direct product,

Aut.E/DE.k/ÌAut.E;O/;

i.e., that
(a) E.k/ is a normal subgroup of Aut.E/;

(b) E.k/\Aut.E;O/D f0g;

(c) Aut.E/DE.k/ �Aut.E;O/.
Let Q 2E.k/ and let ˛ 2 Aut.E;O/. Then ˛ is a homomorphism, and so, for every P 2E,

.˛ ı tQ ı˛
�1/.P /D ˛.˛�1.P /CQ/D P C˛.Q/D t˛.Q/.P /;

which proves (a). Assertion (b) is obvious. For (c), let 
 2 Aut.E/, and let 
.0/DQ; then

 D tQ ı .t�Q ı
/, and t�Q ı
 2 Aut.E;O/.
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Curves of genus 1

Let W be a principal homogeneous space for an elliptic curve E over k. Then W becomes
isomorphic to E over kal, and so W is projective, nonsingular, and of genus 1 (at least over
kal, which implies that it is also over k). The next theorem shows that, conversely, every
projective nonsingular curve W of genus 1 over k occurs as a principal homogeneous space
for some elliptic curve over k.

THEOREM 7.19 Let W be a nonsingular projective curve over k of genus 1. There exists
an elliptic curve E0 over k such that W is a principal homogeneous space for E0. Moreover,
E0 is unique up to an isomorphism (over k).

PROOF. Choose a point in W.kal/, and use it to define an isomorphism

Wkal
'
�!E � P2

from Wkal onto an elliptic curve

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3; ai 2 k
al

(see the proof of (d)!(c) of II, 1.1). Let � 2 � . Then �' is an isomorphism �.Wkal/! �E.
Here �.Wkal/ and �E are obtained from Wkal and E by applying � to the coefficients of
the polynomials defining them. For example, �E is defined by the same equation as E but
with �ai for ai . As W is defined by polynomials with coefficients in k, �.Wkal/DWkal .
Therefore E �Wkal � �E, and so j.E/D j.�E/D �j.E/. As this is true for all � 2 � ,
j.E/ lies in k. According to II, 2.3, there exists a curve E0 over k with j.E0/D j.E/. In
fact, there will be many such curves over k, and so we have to make sure we have the correct
one. We choose one, E0, and then twist it to get the correct one.

Choose an isomorphism 'WE0!W over kal, and for � 2 � , let �' D ' ı˛.�/, where
˛.�/ 2Autkal.E0/. Then � 7! ˛.�/ is a crossed homomorphism into Autkal.E0/, and hence
defines a class Œ˛� in H 1.k;Autkal.E0//. According to 7.18, there is an exact sequence

1!E0.k
al/! Autkal.E0/! Autkal.E0;O/! 1:

If Œ˛� lies in the subgroup H 1.k;E0/ of H 1.k;Autkal.E0//, then W is a principal homoge-
neous space for E0. If not, we use the image of Œ˛� in H 1.k;Autkal.E0;O// to twist E0 to
obtain a second curve E1 over k with the same j -invariant. Now one can check that the class
of the crossed homomorphism Œ˛� lies in H 1.k;E1/, and so W is a principal homogeneous
space for E1. 2

The curve E0 given by the theorem is called the jacobian of W . It is characterized by
the following property: there exists an isomorphism 'WE0!W over kal such that, for every
� 2 � , there exists a point Q� 2E0.kal/ such that

.�'/.P /D '.P CQ� /; all P 2E.kal/:

To construct the jacobian of a curve W over Q, use the following steps:
(a) by a change of variables over Qal, obtain an isomorphism W � E, where E is an

elliptic curve over Qal in standard form;

(b) write down an elliptic curve E0 over Q in standard form that becomes isomorphic to
E over Qal;
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(c) modify E0 if necessary so that it has the property characterizing the jacobian.

REMARK 7.20 In the above proof we used crossed homomorphisms with values in a group
Autkal.E0/ that need not be commutative. However, we can still define H 1.G;M/ when
M is not commutative. Write M multiplicatively. As in the commutative case, a crossed
homomorphism is a map f WG !M such that f .��/ D f .�/ � �f .�/. Two crossed ho-
momorphisms f and g are said to be equivalent if there exists an m 2 M such that
g.�/ D m�1 � f .�/ � �m for all � 2 G, and H 1.G;M/ is defined to be the set of equiv-
alence classes of crossed homomorphisms. It is a set with a distinguished element, namely,
the class of the constant map � 7! 1.

NOTES Let C be a curve of genus 1 over k and D a divisor on C of degree nC1� 2. According
to the Riemann–Roch theorem, L.D/ has dimension nC1. A basis f0, f1; : : :fn for L.D/ defines
a morphism P 7! .f0.P /W � � � Wfn.P //WC ! Pn. This raises two questions: how to find equations
describing the image of C in Pn; and from these equations, how to find the Weierstrass equation for
the jacobian of C . For a recent article on these questions, see Fisher 2018.

The classification of curves of genus 1 over Q

We summarize the above results.

7.21 Let .E;O/ be an elliptic curve over Q. We attach to it the invariant j.E/ 2Q. Every
element of Q occurs as the j -invariant of an elliptic curve over Q, and two elliptic curves
over Q have the same j -invariant if and only if they become isomorphic over Qal (II, 2.1).

7.22 Fix a j 2Q, and consider the elliptic curves .E;O/ over Q with j.E/D j . Choose
one, for example, that in II, 2.3. The isomorphism classes of such curves are in natural
one-to-one correspondence with the elements of H 1.Q;Aut.E;O/). For example, in the
case that j ¤ 0;1728, Aut.E;O/ D �2, H 1.Q;Aut.E;O// ' Q�=Q�2, and the curve
corresponding to d 2Q� is the curve Ed of Example 7.12.

7.23 Fix an elliptic curve .E;O/ over Q, and consider the curves of genus 1 over Q having
E as their jacobian. Such a curve has the structure of a principal homogeneous space for
E, and every principal homogeneous space for E has E as its jacobian. The principal
homogeneous spaces for E are classified by the group H 1.Q;E/ (which is a very large
group).

7.24 Every curve of genus 1 over Q has a jacobian, which is an elliptic curve E over Q,
and the curve is a principal homogeneous space for E.

EXERCISE 7.25 Find the jacobian of the curve

W W aX3CbY 3C cZ3 D 0; a;b;c 2Q�:

Hint: The curve E WX3CY 3CdZ3 D 0, d 2Q�, has the point O W .1 W �1 W 0/ — the pair
.E;O/ is an elliptic curve over Q. It can be put in standard form by the change of variables
X DX 0CY 0, Y DX 0�Y 0.
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8 Failure of the Hasse (local-global) principle

Let E be an elliptic curve over Q. Recall that its Tate–Shafarevich group is the kernel of
H 1.Q;E/!

Q
pH

1.Qp;E/. Thus, the cohomology class of a principal homogeneous
space W for E lies in the Tate–Shafarevich group if and only if W.Qp/ is nonempty for
all p (including p D1/. Therefore the nonzero elements ofX.E=Q/ are represented by
curves over Q with jacobian E that fail the Hasse principle.

In this section, we describe a family of curves whose Tate–Shafarevich groups are
nonzero, and which therefore give examples of curves of genus 1 for which the Hasse
principle fails.

PROPOSITION 8.1 If p � 1 mod 8, then the 2-Selmer group S .2/.E=Q/ of the elliptic
curve

E W Y 2Z DX3CpXZ2

is isomorphic to .Z=2Z/3.

The family of curves in the statement is similar to that in Exercise 5.9(2), but as only
one of the points of order 2 on E has coordinates in Q, we do not have a simple description
of H 1.Q;E2/. Of course, we could pass to QŒpp�, but it is easier to proceed as follows.
Let E 0 be the quotient of E by the subgroup generated by its point P D .0W0W1/ of order 2.
There are homomorphisms

E
�
!E 0

 
!E

whose composite is multiplication by 2. From a study of the cohomology sequences of

0! hP i !E.Qal/
�
!E 0.Qal/! 0

0! Ker !E 0.Qal/
 
!Qal/! 0;

it is possible to draw information about E.Q/=2E.Q/, S .2/.E=Q/, andX.E=Q/2. For
example, the kernel-cokernel sequence of the maps

E.Q/
�
!E 0.Q/

 
!E.Q/

is an exact sequence

E.Q/=�.E.Q//!E.Q/=2E.Q/!E.Q/= .E.Q//! 0:

See Silverman 2009, X, 6.2.
Assume the proposition. As E.Q/2 ' Z=2Z, it follows from the fundamental exact

sequence (29), p. 113, that

rank.E.Q//C1CdimF2
X.E=Q/2 D dimF2

S .2/.E=Q/:

Thus the rank r of E is D 0;1; or 2. IfX.E=Q/.2/ is finite, its order is known to be a
square (see 5.4), and so, conjecturally, the only possibilities are r D 0;2:

PROPOSITION 8.2 Let E be as in Proposition 8.1. If 2 is not a fourth power modulo p, then
rank.E.Q//D 0 andX.E=Q/2 � .Z=2Z/2.

We discuss the proof below.
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REMARK 8.3 In order to apply the proposition, we have to find the primes p such that 2 is
a fourth power modulo p. Gauss found an efficient test, which we now explain. From basic
algebra, we know that the ring of Gaussian integers, ZŒi �, is a principal ideal domain. An
odd prime p either remains prime in ZŒi � or it factors as p D .AC iB/.A� iB/. The first
case occurs exactly when ZŒi �=pZŒi � is a field of degree 2 over Fp. Therefore p remains
prime if and only if Fp does not contain a primitive 4th root of 1. Because F�p is cyclic, it
contains an element of order 4 if and only if 4 divides its order p�1. We conclude that the
odd primes p that can be expressed as p D A2CB2 with A;B 2 Z are exactly those such
that p � 1 mod 4. For a prime p � 1 modulo 8, Gauss shows that 2 is a 4th power modulo
p if and only if 8jAB . Therefore, the proposition applies to the primes,

17D 12C42; 41D 52C42; 97D 92C42; 193D 72C122; : : :

The proof of Gauss’s criterion, which is quite elementary, can be found in Silverman 2009,
X, 6.6. Number theorists will wish to prove that there are infinitely many such primes p (and
find their density).

To show that the rank of an elliptic curve is smaller than the bound given by the
Selmer group, we must exhibit nontrivial elements ofX.E=Q/2. For the curve E W Y 2Z D
X3CpZ3 in the proposition, there are the following curves:

Y 2 D 4pX4�1; Y 2 D 2pX4�2; �Y 2 D 2pX4�2.

It is possible to check directly that these are principal homogeneous spaces for E W Y 2Z D
X3CpZ3, but it is more easily deduced from the proof of Proposition 8.1 (Silverman 2009,
X, 6.2(b)).

REMARK 8.4 We should explain what we mean by the curves listed above. Consider, more
generally, the curve

C W Y 2 D aX4CbX3C cX2CdXC e:

We assume that the polynomial on the right has no repeated roots and that the characteristic
is¤ 2;3: Then this is a nonsingular affine curve, but its projective closure

NC W Y 2Z2 D aX4CbX3ZC cX2Z2CdXZ3C eZ4

is singular because, on setting Y D 1, we obtain the equation

Z2 D aX4CbX3ZC cX2Z2CdXZ3C eZ4

which is visibly singular at .0;0/. The genus of a plane projective curve of degree d is

g D
.d �1/.d �2/

2
�

X
P singular

ıP :

For P D .0;0/, ıP D 2, and so the genus of NC is 3�2D 1. One can resolve the singularity
to obtain a nonsingular curve C 0 and a regular map C 0! NC which is an isomorphism except
over the singular point. It is really C 0 that one means when one writes C .
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We shall prove that the curve

C W Y 2 D 2�2pX4

has no points in Q, but has points in R and Qp for all p. For this we need to use the quadratic

reciprocity law. For an integer a not divisible by the prime p, the Legendre symbol
�
a
p

�
is

C1 if a is a square modulo p (i.e., a quadratic residue) and is �1 otherwise.

THEOREM 8.5 (QUADRATIC RECIPROCITY LAW) For odd primes p;q,�
p

q

��
q

p

�
D .�1/

p�1
2

q�1
2 :

Moreover, �
2

p

�
D .�1/

p2�1
8 :

PROOF. The theorem may have more published proofs than any other in mathematics.12

The first six complete proofs were found by Gauss. For two elementary proofs, see Serre
1973, Chapter I. For a short proof using cyclotomic fields, see ANT, Chap. 8, Examples, or
Samuel 2008, �6.5. 2

We now prove that
C W Y 2 D 2�2pX4

has no points with coordinates in Q. Suppose that .x;y/ is a point on the curve. Let x D r=t
with r and t integers having no common factor. Then

y2 D
2t4�2pr4

t4
:

The numerator and denominator on the right are integers with no common factor, and so
2t4�2pr4 is the square of an integer, which must be even. Therefore, there exists an integer
s such that

2s2 D t4�pr4:

Let q be an odd prime dividing s. Then t4 � pr4 mod q; and so
�
p
q

�
D 1. According to

the quadratic reciprocity law, this implies that
�
q
p

�
D 1. From the quadratic reciprocity

law,
�
2
p

�
D 1, and so all prime factors of s are squares modulo p. Hence s2 is a 4th power

modulo p. The equation
2s2 � t4 mod p

now shows that 2 is a 4th power modulo p, which contradicts our hypothesis.
We should also make sure that there is no point lurking at infinity. The projective closure

of C is
NC W Y 2Z2 D 2Z4�2pX4;

and we have just shown that NC has no rational point with Z D 1. For Z D 0, there is a
rational solution, namely, .0 W 1 W 0/, but this is the singular point .0;0/ on the curve

Z2 D 2Z4�2pX4:

12Rivals include the Pythagorean theorem and the parallel postulate (all of whose proofs are false).
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On the desingularization C 0! NC of NC , no Q-point lies over .0W1W0/.
The curve C obviously has points in R. Hensel’s lemma (I, 2.12) shows that C has a

point in Qq if its reduction modulo the prime q has a nonsingular point with coordinates in
Fq . For q ¤ 2;p, the curve C has good reduction at q, and Corollary 9.3 below shows that it
has a point with coordinates in Fp . Therefore, C automatically has a point with coordinates
in Qq except possibly for q equal to 2 or p. These two primes require a more elaborate
application of Hensel’s lemma, which we leave as an exercise to the reader.

NOTES The first example of a curve of genus 1 that fails the Hasse principle is

X4�17D 2Y 2

(Lind 1940). Here, following Cassels 1966, is Lind’s argument that it has no Q-rational point.
Suppose that .u;v;w/ is a solution of

u4�17v2 D 2w2

in coprime integers. If p is an odd prime dividing w, then u4� 17v2 � 0 mod p, and so 17 is a
quadratic residue of p. According to the quadratic reciprocity law, this implies that p is a quadratic
residue of 17. As 2 is a quadratic residue of 17 (quadratic reciprocity law again), we see that all
prime factors of w are quadratic residues of 17, and so w is a square modulo 17. Hence w2 is a 4th
power modulo 17, and the equation implies that 2 is a 4th power modulo 17, which is not true.

9 Elliptic curves over finite fields

We fix an algebraic closure F of Fp, and let � D Gal.F=Fp/. The map a 7! ap is a
topological generator of � , called the Frobenius automorphism (FT, 7.16).

We let Fpm denote the subfield of F whose elements are the roots ofXp
m

�X . Thus Fpm

has pm elements, and Fpm � Fpn if and only if mjn. The irreducible factors of Xp
m

�X

in FpŒX� are exactly the monic irreducible polynomials in FpŒX� of degree dividing m (FT,
4.22, 4.23).

We shall make use of the fact that many of the power series identities in calculus are
valid over Q. For example, if we define

log.1CT /D T � 1
2
T 2C 1

3
T 3� 1

4
T 4C 1

5
T 5�� � �

exp.T /D 1CT C 1
2Š
T 2C�� �C 1

nŠ
T nC�� �

in the power series ring QŒŒT ��, then

log
1

1�T
D� log.1�T /D T C 1

2
T 2C 1

3
T 3C 1

4
T 4C 1

5
T 5C�� �

exp.log.1CT //D 1CT:

The numbers ap

Let E.a;b/ W Y 2Z D X3CaXZ2CbZ3 be an elliptic curve over Fp, p ¤ 2, and let Np
be the number of points on E with coordinates in Fp. There is one such point .0W1W0/ “at
infinity”, and the remainder are the solutions of

Y 2 DX3CaXCb
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in Fp. One way of counting them is to make a list of the squares in Fp, and then check the
values of x3CaxCb, x 2 Fp, against the list. For z 2 F�p , let �.z/D 1 if z is a square in
F�p and �1 otherwise; extend � to Fp by setting �.0/D 0. Then

Np D 1C
X
x2Fp

.�.x3CaxCb/C1/

D pC1�ap;

where
�ap D

X
x2Fp

�.x3CaxCb/: (37)

As F�p is cyclic of even order, exactly half of its elements are squares. Since there is no
reason to expect that x3CaxCb is more likely to be a square than not, we might expect
that �ap is a sum of p terms randomly distributed betweenC1 and �1. The expected value
of
ˇ̌
ap
ˇ̌

would then be of the order
p
p. Calculations support this when we fix a;b 2 Z

and compute ap for the curve E.a;b/ modulo the different primes p. However, for good
reduction we always find that

japj< 2
p
p (38)

whereas, if the terms in the sum (37) were truly random, then every value between 0 and
p�1 would be possible. We shall prove the inequality (38) presently, and, in the remainder
of the book, we shall see the innocuous-looking numbers ap turn into key players.

The Frobenius map

Let C be a projective plane curve of degree d over Fp , so that C is defined by a polynomial

F.X;Y;Z/D
X

iCjCkDd

aijkX
iY jZk; aijk 2 Fp:

If P D .xWyWz/ 2 C.F/, then X
iCjCkDd

aijkx
iyj zk D 0:

On raising this equation to the pth power, and using that we are in characteristic p and that
ap D a for a 2 Fp, we obtain the equationX

iCjCkDd

aijkx
ipyjpzkp D 0;

which says that .xpWypWzp/ also lies on C . We therefore have a map

.xWyWz/ 7! .xpWypWzp/WC.F/! C.F/;

which, being defined by polynomials, is regular. It is called the Frobenius map.

PROPOSITION 9.1 (a) The degree of the Frobenius map is p.
(b) The Frobenius map is zero on the tangent line at every point of E.
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PROOF. (a) From the diagram

k.x;y/ k.x;y/

k.X/ k.X/

.x;y/ 7!.xp;yp/

2 2

X 7!Xp

we see that

deg.Frob/ def
D Œk.x;y/ W k.xp;yp/�D Œk.X/ W k.Xp/�D p:

(b) Consider a regular map

˛WA2! A2; .a;b/ 7! .f .a;b/;g.a;b//

defined by polynomials f .X;Y / and g.X;Y /. The map (d˛/P on the tangent space at

a point P of A2 is given by the matrix

 �
@f
@X

�
P

�
@f
@Y

�
P�

@g
@X

�
P

�
@g
@Y

�
P

!
. If ˛ maps a curve C into a

curve C 0, then .d˛/P maps the tangent space to C into that of C 0. For the Frobenius map,
.f .X;Y /;g.X;Y //D .Xp;Y p/, and so @f

@X
, @f
@Y

, @g
@X

, @g
@Y

are all identically zero. Hence the
maps on tangent spaces are all zero. 2

Curves of genus 1 over Fp
PROPOSITION 9.2 Let E be an elliptic curve over Fp. Then H 1.Fp;E/ D 0, and so all
principal homogeneous spaces for E over Fp are trivial

PROOF. To prove the proposition, we must show that every continuous crossed homomor-
phism f W� !E.F/ is principal. Let 'WE!E be the Frobenius map. It acts on E.F/ as
the Frobenius automorphism � 2 � . The regular map '� idE WE!E is nonconstant, and
so

P 7! '.P /�P WE.F/!E.F/

is surjective (I, 4.23). In particular, there exists a P 2 E.F/ such that '.P /�P D f .�/,
i.e., such that f .�/D �P �P . Now

f .�2/D f .�/C�f .�/D �P �P C�2P ��P D �2P �P;

and, inductively,

f .�n/D f .�/C�f .�n�1/D �P �P C�.�n�1P �P /D �nP �P:

Therefore f and the principal crossed homomorphism � 7! �P �P agree on �n for all n.
Because both are continuous, this implies that they agree on the whole of � .

The second part of the statement follows from the first because of Theorem 7.8. 2

COROLLARY 9.3 Every nonsingular projective curve C of genus 1 over Fp has a point
with coordinates in Fp.

PROOF. According to Theorem 7.19 there exists an elliptic curve E over Fp such that C
has the structure of a principal homogeneous space for E. According to the proposition, C
is trivial, i.e., C.Fp/¤ ;. 2
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Proof of the Riemann hypothesis for elliptic curves

THEOREM 9.4 (RIEMANN HYPOTHESIS) For an elliptic curve E over Fp,

j#E.Fp/� .pC1/j � 2
p
p:

PROOF. The kernel of
idE �'WE.F/!E.F/

is the set of points .xWyWz/ on E such that .xpWypWzp/D .xWyWz/. These are precisely the
points having a representative .xWyWz/ with x;y;z 2 Fp (see 1.4). Because ' acts as zero
on the tangent space at O , idE �' acts as the identity map, and so idE �' is separable (I,
4.24b). It follows (I, 4.24a) that

#E.Fp/D deg.idE �'/:

Let f .T /D T 2� sT C t be the characteristic polynomial of ' as an endomorphism of
E. Then s; t 2 Z, 4t � s2, and f .n/D deg.n�'/ for all n 2 Z (II, 6.2). In particular,

t D f .0/D deg.'/D p;

1� sCp D f .1/D deg.1�'/D #E.Fp/;

and so ˇ̌
#E.Fp/� .pC1/

ˇ̌
D jsj � 2

p
p: 2

After this short proof, we spend the rest of the section explaining why the inequality is
called the Riemann hypothesis.

Everything in the last three sections holds with p replaced by q.

ASIDE 9.5 Let E be an elliptic curve over Q. According to Theorem 9.4, for a prime p where E as
good reduction, the number of points on E modulo p is Np D pC1�ap with japj � 2

p
p. We can

write
ap D 2

p
p cos�p; 0� �p � �:

When E does not have complex multiplication over C, i.e., when EndC.E/D Z, Mikio Sato13 found
computationally (in March 1963) that the �p appeared to have a density distribution 2

�
sin2 � , i.e., for

0� c < d � � ,

lim
N!1

#fp j p prime, p �N , c � �p � dg
#fp j p prime, p �N g

D
2

�

Z d

c

sin2 � d�:

In December 1963, Tate announced his famous conjectures relating the algebraic cycles on an
algebraic variety to the poles of its zeta function. In examining the powers of an elliptic curve over
Q, Tate found (heuristically) that Sato’s distribution is the only symmetric density distribution for
which the poles of the zeta functions are as predicted by his conjecture. Serre (1968, Appendix to
Chap. I) gave a rigorous treatment of Tate’s argument, and referred to the statement that the �p are
distributed as 2

�
sin2 � as the Sato–Tate conjecture. Sato did not continue working in number theory,

but the names of Sato and Tate were linked again forty years later when they were both awarded the
Wolf prize for 2002/3.

The Sato–Tate conjecture has now been proved by Michael Harris, Richard Taylor, and their
collaborators. See Barnet-Lamb et al. 2011, which states: “In passing we also note that the Sato–Tate
conjecture can now be proved for any elliptic curve over a totally real field.”

13According to Sarnak (lecture 2018), Sato did much more than compute, and may have been the first to
understand the use of symmetric tensor powers in this context.
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Zeta functions of number fields

First recall that the original Riemann zeta function is

�.s/D
Y

p prime

1

1�p�s
D

X
n�1

n�s; s 2 C; <.s/ > 1: (39)

The second expression is obtained from the first by expanding it outY
p

1

1�p�s
D

Y
p

�
1Cp�sC .p�s/2C .p�s/3C�� �

�
to get a sum of terms

.p�s1 /r1.p�s2 /r2 � � �.p�st /
rt D .p

r1

1 � � �p
rt

t /
�s

and applying unique factorization.
Both the sum and the product in (39) converge for <.s/ > 1, and so �.s/ is holomorphic

and nonzero for<.s/ > 1. In fact, �.s/ extends to a meromorphic function on the whole com-
plex plane with a simple pole at sD 0. Moreover, the function �.s/D��

s
2� . s

2
/�.s/ satisfies

the functional equation �.s/D �.1� s/; has simple poles at s D 0;1; and is otherwise holo-
morphic. Here � .s/ is the gamma function. Since � .s/ has poles at s D 0;�1;�2;�3; : : :,
this forces � to be zero at s D�2n, n > 0, n 2 Z. These are called the trivial zeros of the
zeta function.

CONJECTURE 9.6 (RIEMANN HYPOTHESIS) The nontrivial zeros of �.s/ lie on the line
<.s/D 1

2
.

This is probably the most famous open problem in mathematics.
Dedekind extended Riemann’s definition by attaching a zeta function �K.s/ to every

number field K. He defined

�K.s/D
Y
p

1

1�N.p/�s
D

X
a

N.a/�s; s 2 C; <.s/ > 1;

where p runs over the nonzero prime ideals in OK and a runs over the nonzero ideals in
OK . Recall that the numerical norm Na of an ideal a is the order of the quotient ring OK=a.
The second expression is obtained from the first by using that every nonzero ideal a has a
unique factorization aD

Q
pri

i into a product of powers of prime ideals (see 3.9) and that
N.a/D

Q
N.pi /ri . Note that forK DQ, this definition gives back �.s/. The function �K.s/

extends to a meromorphic function on the whole complex plane with a simple pole at s D 1,
and a certain multiple �K.s/ of it satisfies a functional equation �K.s/D �K.1� s/. It is
conjectured that the nontrivial zeros of �K.s/ lie on the line <.s/D 1

2
(generalized Riemann

hypothesis).

Zeta functions of affine plane curves over finite fields

Consider a nonsingular affine plane curve

C W f .X;Y /D 0
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over the field Fp. In analogy with Dedekind’s definition, we define

�.C;s/D
Y

p

1

1�Np�s
; <.s/ > 1;

where p runs over the nonzero prime ideals in

FpŒx;y�
def
D FpŒX;Y �=.f .X;Y //

and Np is the order of the quotient ring FpŒx;y�=p.
Because FpŒx;y�=p is finite and an integral domain, it is a field, and we let deg.p/ denote

its degree over Fp. Then NpD pdegp, which allows us to make a change of variables in the
zeta function. When we define14

Z.C;T /D
Y

p

1

1�T degp ;

then
�.C;s/DZ.C;p�s/:

The product
Q 1
1�T degp converges for all small T , but usually we just regard it as a formal

power series

Z.C;T /D
Y

p
.1CT degp

CT 2degp
CT 3degp

C�� �/ 2 ZŒŒT ��:

EXAMPLE 9.7 We can realize A1 as the affine plane curve Y D 0, so that

FpŒx;y�D FpŒX;Y �=.Y /D FpŒX�:

The nonzero ideals on FpŒX� are in one-to-one correspondence with the monic polynomials
f 2 FpŒX�, and the ideal .f / is prime if and only if f is irreducible. Thus

Z.A1;T /D
Y

f monic irreducible

1

1�T degf
:

Take logs of both sides,

logZ.A1;T /D�
X
f

log.1�T degf /;

and then differentiate

Z0.A1;T /
Z.A1;T /

D

X
f

degf �T degf �1

1�T degf

D

X
f

X
n�0

degf �T .nC1/degf �1:

In this power series, the coefficient of Tm�1 is
P

degf , where f runs over all monic
irreducible polynomials f 2 FpŒT � of degree dividingm. As we observed, these polynomials

14The Z is an upper case zeta.
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are exactly the irreducible factors of Xp
m

�X , and so the coefficient of Tm�1 is pm, and
we have shown that

Z0.A1;T /
Z.A1;T /

D

X
pmTm�1:

On integrating, we find that

logZ.A1;T /D
X pmTm

m
D log

1

1�pT
; (40)

and so
Z.A1;T /D

1

1�pT
:

Expressing Z.C;T / in terms of the points of C

Let Nm D #A1.Fpm/D pm. Then (40) can be rewritten as

logZ.A1;T /D
XNmT

m

m
:

We show that a similar formula holds for every nonsingular affine curve over Fp.
LetC Wf .X;Y /D 0 be a nonsingular affine curve over Fp , and let FpŒx;y�DFpŒX;Y �=.f /.

As for A1,

Z0.C;T /

Z.C;T /
D

X
p

degp �T degp�1

1�T degp

D

X
p

X
n�0

degp �T .nC1/degp=T:

In this power series, the coefficient of Tm�1 is
P

degp, where p runs over the nonzero
prime ideals of kŒx;y� such that degp divides m. But

degp def
D ŒFpŒx;y�=pWFp�;

and so the condition degpjm means that there exists a homomorphism FpŒC �=p ,! Fpm .
There will in fact be exactly degp such homomorphisms because FpŒC �=p is separable over
Fp . Conversely, every homomorphism FpŒx;y�! Fpm factors through FpŒx;y�=p for some
prime ideal with degpjm. Therefore, the coefficient of Tm�1 in the above power series is
the number of homomorphisms (of Fp-algebras)

FpŒx;y�! Fpm :

But a homomorphism FpŒx;y�! Fpm is determined by the images a;b of x;y, and con-
versely the homomorphism

P.X;Y / 7! P.a;b/WFpŒX;Y �! Fpm

defined by a pair .a;b/ 2
�
Fpm

�2 factors through FpŒx;y� if and only if f .a;b/D 0. There-
fore there is a natural one-to-one correspondence

fhomomorphisms FpŒC �! Fpmg
1W1
 ! C.Fpm/;

and we have proved that

logZ.C;T /D
X
m�1

Nm
Tm

m
; Nm D #C.Fpm/:
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PROPOSITION 9.8 Let Z.C;T / be the zeta function of a nonsingular affine plane curve C
over Fp; then

Z.C;T /D exp

 X
m�1

Nm
Tm

m

!
:

PROOF. Apply exp to the preceding equality. 2

Zeta functions of function fields

Let C be a nonsingular affine plane curve over Fp. If p is a prime ideal in kŒC �, then
kŒC �p is a discrete valuation ring in k.C / with maximal ideal pkŒC �p and residue field
kŒC �p=pkŒC �p ' kŒC �=p. Thus,

�.C;s/D
Y
R

1

1� .RWmR/�s
;

where R runs over the discrete valuation rings corresponding to prime ideals in kŒC � and
mR is the maximal ideal in R.

LetK be a function field in one variable over Fp . The above discussion suggests defining

�.K;s/D
Y
R

1

1� .RWmR/�s

whereR runs over the discrete valuation rings inK with field of fractionsK. DefineZ.K;T /
similarly. Then, for example,

�.Fp.T /;s/D
1

.1�p�s/
�.A1; s/D

1

.1�p�s/.1�p1�s/

Z.Fp.T /;s/D
1

1�T
Z.A1;T /D

1

.1�T /.1�pT /
:

Zeta functions of projective curves

Let C be a nonsingular projective curve over Fp . We define the zeta function of C to be the
zeta function of its function field. For example,

Z.P1;T /D
1

.1�T /.1�pT /

�.P1; s/D
1

.1�p�s/.1�p1�s/
.

As in the affine case, we have expressions8̂̂<̂
:̂
Z.C;T /D exp

�X
m�1

Nm
Tm

m

�
; Nm D #C.Fpm/;

�.C;s/DZ.C;p�s/:

For example,
Nm.P1/DNm.A1/C1; for all m;
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and so
logZ.P1;T /D logZ.A1;T /C log

1

1�T
:

Therefore
Z.P1;T /D

1

1�T
Z.A1;T /D

1

.1�T /.1�pT /
:

Similarly, for E an elliptic curve over Fp,

Z.E;T /D
1

1�T
Z.Eaff;T /;

where Eaff is the affine curve E\fZ ¤ 0g,

Counting positive divisors of fixed degree

We need the next result in the proof that Z.E;T / is a rational function of T .

PROPOSITION 9.9 Let E be an elliptic curve over Fp. For all m � 1, there are exactly
#E.Fp/.pm�1/=.p�1/ positive divisors of degree m.

PROOF. Fix a divisor D0, and let P.D0/ be the set of all positive divisors D on E such that
D �D0, i.e., D DD0C .f / for some f 2 Fp.E/�. Then

f 7!D0C .f /WL.D0/Xf0g ! P.D0/

is surjective, and two functions have the same image if and only if one is a constant multiple
of the other. We therefore have a bijection

.L.D0/Xf0g/=F�p ! P.D0/:

When degD0 Dm� 1, the Riemann–Roch theorem (I, 4.13) shows that L.D0/ has dimen-
sion m, and so P.D0/ has .pm�1/=.p�1/ elements.

Let Pic.E/ D Div.E/=f.f / j f 2 k.E/�g — according to 1.10, this agrees with the
definition in I, �4. Because the degree of a principal divisor is zero, the degree map factors
through Pic.E/,

degWPicE �! Z.

Note that the map deg is surjective because p1 7! 1. We define

PicmE D fd 2 Pic.E/ j degdDmg:

Then,
(a) the map Pic0.E/! Picm.E/, d 7! dCmp1, is a bijection (obvious);

(b) there exists a bijection E.k/! Pic0.E/ ((8), p. 36).
We are now able to count the positive divisor classes of degree m on E. We saw above

that each class in Picm.E/ has p
m�1
p�1

elements, and that there are

# Picm.E/
.a/
D # Pic0.E/

.b/
D #E.Fp/

such classes. Therefore, altogether, there are

#E.Fp/
pm�1

p�1

positive divisors of degree m, as claimed. 2
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The rationality of the zeta function of an elliptic curve

THEOREM 9.10 Let E be an elliptic curve over Fp. Then

Z.E;T /D
1C .N1�p�1/T CpT

2

.1�T /.1�pT /
; N1 D #E.Fp/:

PROOF. Here
Z.E;T /D

1

1�T
Z.Eaff;T /D

1

1�T

Y
p

1

1�T degp ;

where the p run through the prime ideals of FpŒC �. On expanding the product we find that

Z.E;T /D
X

dmT
m;

where d0 D 1 and dm is the number of positive divisors of degree m. According to Proposi-
tion 9.9, dm DN1

pm�1
p�1

. Therefore,

Z.E;T /D 1C
X
m>0

N1
pm�1

p�1
Tm

D 1C
N1

p�1

�
1

1�pT
�

1

1�T

�
D
1C .N1�p�1/T CpT

2

.1�T /.1�pT /
: 2

REMARK 9.11 (a) Write

1C .N1�p�1/T CpT
2
D .1�˛T /.1�ˇT /;

so that ˛;ˇ are algebraic integers such that

N1�p�1D�˛�ˇ; ˛ˇ D p:

Then

logZ.E;T /D log
.1�˛T /.1�ˇT /

.1�T /.1�pT /
D

X
m

.1Cpm�˛m�ˇm/
Tm

m
;

and so
Nm.E/D 1Cp

m
�˛m�ˇm:

Thus, if one knows N1, one can find ˛ and ˇ, and the whole of the sequence

N1.E/;N2.E/;N3.E/; : : :

(b) With the notation in (a),

�.E;s/D
.1�˛p�s/.1�ˇp�s/

.1�p�s/.1�p1�s/
:

It has simple poles at sD 0 and sD 1, and zeros where ps D ˛ and ps D ˇ. Write sD �C i t .
Then jpsj Dp� , and the zeros of �.E;s/ have real part 1

2
if and only if ˛ and ˇ have absolute

value p
1
2 .
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By definition ˛ and ˇ are the inverse roots of a polynomial

1CbT CpT 2; b DN1�p�1:

If b2�4p � 0, then ˛ and ˇ are complex conjugates. Since their product is p, this implies
that they each have absolute value p

1
2 . Conversely, if j˛j D p

1
2 D jˇj, then

jN1�p�1j D j˛Cˇj � 2
p
p:

Thus, granted Theorem 9.10, the Riemann hypothesis for E is equivalent to the statement

jN1�p�1j � 2
p
p:

EXERCISE 9.12 Prove that the zeta function of an elliptic curve E over Fp satisfies the
functional equation

�.E;s/D �.E;1� s/:

EXERCISE 9.13 Compute the zeta functions for the curve

E W Y 2ZCYZ2 DX3�X2Z

over the fields F2, F3, F5, F7, and verify the Riemann hypothesis in each case. How many
points does the curve have over the field with 625 elements?

EXERCISE 9.14 (a) Let E be the elliptic curve

E W Y 2Z DX3�4X2ZC16Z3:

Compute Np
def
D #E.Fp/ for all primes 3� p � 13 (more if you use a computer).

(b) Let F.q/ be the (formal) power series given by the infinite product

F.q/D q

1Y
nD1

.1�qn/2.1�q11n/2 D q�2q2�q3C2q4C�� � :

Calculate the coefficient Mn of qn in F.q/ for n� 13 (more if you use a computer).
(c) For each prime p, compute the sum MpCNp. Formulate a conjecture as to what

MpCNp should be in general.
(d) Prove your conjecture. [This is probably very difficult, perhaps even impossible,

using only the information covered in the course.]
(Your conjecture is, or, at least, should be a special case of a theorem of Eichler and

Shimura. The big result of Wiles (and others) is that the theorem of Eichler and Shimura
applies to all elliptic curves over Q.)

A brief history of zeta

Since the first edition of this book was published, Roquette’s extensive account of the early
history of Riemann hypothesis in characteristic p has become available (Roquette 2018).
I have drawn on it, and Oort and Schappacher 2016, in revising these brief notes, and
recommend both to readers. For the story from “Weil to the present day”, see Milne 2016.

The story begins, as do most stories in number theory, with Gauss.
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GAUSS 1814

From 1796 to 1814, Gauss kept a mathematical notebook, whose last entry reads,
If aCbi is a prime number with a�1Cbi divisible by 2C2i , then the number
of solutions of the congruence

1D xxCy yCxxy y mod aCbi;

including x D1, y D˙i , x D˙i , y D1, equals .a�1/2Cbb.
Gauss’s curve X2CY 2CX2Y 2 D 1 is affine and singular, but its associated nonsingular
curve is the elliptic curve E W Y 2Z DX3C4XZ2, and Gauss’s statement implies that

jN �p�1j< 2p1=2; N D #E.Fp/,

when p is a prime congruent to 1 mod4. For the remaining odd primes, it is easy to see that
N D pC1, and so Gauss is asserting that the Riemann hypothesis holds for E. A proof of
Gauss’s statement was provided in 1921 by Herglotz.15 See Roquette 2018, 3.4

EMIL ARTIN 1921

In his thesis, Artin studied the algebraic number theory of function fields of the form
Fp.X/Œ

p
f .X/�; f .X/ 2 FpŒX�, and defined their zeta functions. He proved that the zeta

function is a rational function of p�s and satisfies a functional equation, and he checked that
its zeros are on the line R.s/D 1=2 for about 40 polynomials f .

Artin completed his thesis in 1921. In the same year he obtained further results, which
he did not publish, but included in letters to his advisor Herglotz. For example, he proved
the following criterion:

Let C be an affine curve over Fp , and let Nm D #C.Fpm/; the Riemann hypoth-
esis holds for C if and only if

jNm�p
m
j< Apm=2; mD 1;2;3; : : : ;

for some constant A, independent of m.

F.K. SCHMIDT 1925–1931

Schmidt proved the Riemann–Roch theorem for a nonsingular projective curve C over an
arbitrary field k. When k D Fq , he used it to show, as we did for elliptic curves, that

Z.C;T /D
P.T /

.1�T /.1�qT /
; P.T /D 1C�� � 2 ZŒT �; degP.T /D 2g:

Moreover,
Z.1=qT /D q1�gT 2�2gZ.T /;

and so
�.1� s/D q1�g.q2�2g/�s�.s/:

Write
P.T /D

Y
.1� j̨T /:

15The curve E has complex multiplication by i , and Gauss’s more precise statement can be regarded as the
begining of the theory of complex multiplication for elliptic curves.
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Then the formulas show that

Nm D 1Cq
m
�

X
˛mj :

Thus, once one knows ˛1; : : : ;˛2g , then one knows Nm for all m. However, unlike the
elliptic curve case, N1 does not determine the j̨ — one needs to know several of the Nm.

DAVENPORT, MORDELL, HASSE 1932.

Davenport and Mordell were interested in the following problem: let f .X;Y / 2 ZŒX;Y �,
and let p be a prime number such that f is geometrically irreducible modulo p; find an
estimate of the form

jN �pj � Ap
 (41)

for the number of solutions N of f .X;Y /D 0 in Fp , where A is a positive constant and the
exponent 
 < 1 is as small as possible; neither 
 nor A should depend on p.

They obtained a number of results by ad hoc methods. For example, for the polynomial

aXmCbY nC c;

Davenport proved that the estimate (41) holds with the best possible 
 , namely, 1=2. Hasse
improved Davenport’s result by showing that the estimate continues to hold, with the same
constant A, when p is replaced by pr . When told of this statement, Artin explained to
Hasse that it is equivalent to the Riemann hypothesis for the curve aXmCbY nCc D 0, and,
indeed, that the Davenport-Mordell problem, when extended to arbitrary finite base fields
Fpr , is equivalent to the characteristic p Riemann hypothesis. It was this that prompted
Hasse’s interest in the Riemann hypothesis for function fields.16

HASSE, DEURING, ROQUETTE 1932–1951

Hasse proved the Riemann hypothesis for elliptic curves over finite fields. His proof, as in
the proof we gave, is based on the endomorphism ring of the elliptic curve. Deuring correctly
saw that the key to extending Hasse’s proof to curves of arbitrary genus was to replace the
endomorphism ring of the elliptic curve with the ring of correspondences of the curve with
itself. However, the function field methods used by the German school were badly adapted
to the study of correspondences, which required working with “double fields”, and it was
not until 1951 that Hasse’s student Roquette completed a proof of the Riemann hypothesis
for curves over finite fields along these lines.

WEIL 1940–1948

In 1940, Weil announced a proof of the Riemann hypothesis for all curves, i.e., that j˛i j D
p1=2 for 1 � i � 2g, where ˛i is above. His proof assumed the existence of a theory of
algebraic geometry over arbitrary fields, including of jacobian and abelian varieties, which
at the time was known only over C. He spent most of the 1940s developing the algebraic
geometry he needed, and gave a detailed proof of the Riemann hypothesis for curves in a
book published in 1948.

16Given this, it is surprising that the formula Z.C;T /D exp.
P
NmT

m=m/ seems not to have appeared in
the literature before 1940 (Oort and Schappacher 2016, 2.3).
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WEIL 1949

Weil’s knowledge of the zeta functions of curves, abelian varieties, and some other special
algebraic varieties led him to state his famous “Weil conjectures”. For a nonsingular
projective variety V over Fp, one can define (as for curves)8̂̂<̂

:̂
Z.V;T /D exp

�X
m�1

Nm
Tm

m

�
; Nm D #V.Fpm/;

�.V;s/DZ.V;p�s/:

Weil conjectured that Z.V;T / is a rational function of T , that �.V;s/ satisfies a functional
equation, and that a “Riemann hypothesis” holds for �.V;s/. Weil knew that the rationality
and functional equation would follow from the existence of a cohomology theory for varieties
over arbitrary fields giving the “correct” Betti numbers and admitting a Lefschetz fixed point
formula and a Poincaré duality theorem.17

DWORK 1960

After Weil stated his conjectures, the search began for a cohomology theory with the
properties needed to prove the rationality and functional equation. Dwork, unexpectedly,
found an “elementary” proof that Z.V;T / is a rational function of T .

GROTHENDIECK ET AL. 1963/64

Grothendieck defined étale cohomology and, with the help of M. Artin and Verdier, developed
it sufficiently to prove that Z.V;T / is rational and satisfies a functional equation. The results
of Grothendieck, Artin, and Verdier show that, for a nonsingular projective variety V over
Fp,

Z.V;T /D
P1.T /P3.T / � � �P2d�1.T /

.1�T /P2.T /P4.T / � � �P2d�2.T /.1�p
dT /

;

where d D dimV and Pi .T / 2 ZŒT �. Moreover

Z.V;1=pdT /D˙T �pd�=2Z.V;T /;

where � is the self-intersection number of the diagonal in V �V .

DELIGNE 1973

Deligne used étale cohomology to prove the remaining Weil conjecture, namely, the Riemann
hypothesis,

Pi .T /D
Y

j
.1�˛ijT /; j˛ij j D p

i=2:

This last statement says that �.V;s/ has its zeros on the lines

<.s/D
1

2
;
3

2
; : : : ;

2d �1

2

and its poles on the lines
<.s/D 0;1;2; : : : ;d:

17It is not clear whether Weil believed that such a cohomology should exist. The results of Hasse (II, 6.9)
show that no such cohomology can exist for varieties in characteristic p with coefficients in Q (or even in Qp or
in R).
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EXERCISE 9.15 Let C be a nonsingular projective curve over Fq of genusg.
(a) Show that

Z.C;T /D
P.T /

.1�T /.1�qT /
; P.T /D 1C�� � 2 ZŒT �; degP.T /D 2g:

(b) Show that

Z

�
1

qT

�
D q1�gT 2�2gZ.T /;

Deduce that if ˛ is an inverse root of P , then so also is q=˛.
(c) (Artin’s criterion) Show that the Riemann hypothesis holds for C if and only if

jNm�q
m
�1j � 2g

p
qm;

all m� 1, where Nm D #C.Fqm/.
Hints. For (a), see the proof of Theorem 9.10. For (b), let

Z.C;T /D
Y

p

1

1�T deg.p/
D

X
n�0

anT
n; an D

X
d

qn�1

q�1
,

where d runs over the divisor classes of degree n, and apply the Riemann–Roch theorem.
For (c), use the inequality to show that

logP.T �1/D log
Y

1�i�2g
.1�˛iT

�1/D
X
m�1

.Nm�q
m
�1/

T �m

m
;

converges for q
1
2 jT j�1 < 1, and deduce that P.T �1/ has no zero in this region.

NOTES The work of Hasse and Deuring in the 1930s laid the foundations for the modern theory of
elliptic curves in arbitrary characteristic. Beyond their calculation of the possible endomorphism rings
of elliptic curves (p. 75) and Hasse’s proof of the Riemann hypothesis (p. 159), Deuring obtained a
number of other important results.

10 The conjecture of Birch and Swinnerton-Dyer

Introduction

We return to the problem of computing the rank of E.Q/. Our purely algebraic approach
provides only an upper bound for the rank, in terms of the Selmer group, and the difference
between the upper bound and the actual rank is measured by the mysterious Tate–Shafarevich
group. It is difficult to decide whether an element of S .2/.E=Q/ comes from an element
of infinite order or survives to give a nontrivial element ofX.E=Q/ — in fact, there is no
proven algorithm for doing this. Clearly, it would be helpful to have another approach.

Let E be an elliptic curve over Q. For each prime p of good reduction, we let

Np D #Ep.Fp/;

where Ep denotes the reduction of E over Fp.
One idea is that perhaps the rank E.Q/ should be related to the orders of the groups

Ep.Fp/. For a good prime p, there is a reduction map

E.Q/!Ep.Fp/
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but, in general, this will be far from injective or surjective. For example, if E.Q/ is infinite,
then so also is the kernel, and if E.Q/ is finite (and hence has order � 16) then it will fail to
be surjective for all large p (because #Ep.Fp/� pC1�2

p
p).

In the late fifties, Birch and Swinnerton-Dyer had the idea18 that if E.Q/ is large then
this should force the Np to be larger than usual. Since they had access to one of the few
computers then in existence, they were able to test this computationally. For P a large
number (large, depending on the speed of your computer), let

f .P /D
Y
p�P

Np

p
:

Recall that Np is approximately p. Their calculations led them to the following conjecture.

CONJECTURE 10.1 For each elliptic curve E over Q, there exists a constant c.E/ such that

lim
P!1

f .P /D c.E/ log.P /r ;

where r D rank.E.Q//.

We can write the conjecture more succinctly as

f .P /� c.E/ log.P /r as P !1:

Note the remarkable nature of this conjecture: it predicts that one can determine the rank of
E.Q/ from the sequence of numbers Np. Moreover, together with an estimate for the error
term, it would provide an algorithm for finding r .

Birch and Swinnerton-Dyer were, in practice, able to predict r from this conjecture with
fairly consistent success, but they found that f .P / oscillates vigorously as P increases,
and that there seemed to be little hope of finding c.E/ with an error of less than, say, 10%.
Instead, prompted by Davenport and Cassels, they re-expressed their conjecture in terms of
the zeta function of E.

The zeta function of a variety over Q

Let V be a nonsingular projective variety over Q. Such a variety is the zero set of a collection
of homogeneous polynomials

F.X0; : : : ;Xn/ 2QŒX0; : : : ;Xn�:

Scale each such polynomial so that its coefficients lie in Z but have no common factor, and
let NF .X0; : : : ;Xn/ 2 FpŒX0; : : : ;Xn� be the reduction of the scaled polynomial modulo p.
If the polynomials NF define a nonsingular variety Vp over Fp, then we say V has good
reduction at p or that p is good for V . All but finitely many primes will be good for a given
variety.

18In more detail, Birch had learnt, while in Princeton during the academic year 1956–57, of the “beautiful
reformulation of Siegel’s work on quadratic forms in terms of a natural ‘Tamagawa measure’ for linear algebraic
groups”, and they wondered whether there was a similar phenomenon for elliptic curves E over Q. As a
substitute for the Tamagawa number of E, they took the product of the p-adic measures of E.Qp/ over the
primes p less than some bound P . For a p of good reduction, the measure is Np=p, and so this is essentially
f .P /.
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For each good prime p we have a zeta function8̂̂<̂
:̂
Z.Vp;T /D exp

�X
m�1

Nm
Tm

m

�
; Nm D #Vp.Fpm/;

�.Vp; s/DZ.Vp;p
�s/;

and we define
�.V;s/D

Y
p
�.Vp; s/:

Because the Riemann hypothesis holds for Vp , the product converges for <.s/ > dimV C1
by comparison with

Q
p

1
1�p�s .

Let � be the point over Q, i.e., � D A0 D P0. For this variety, all primes are good, and

logZ.�p;T /D
X

1
Tm

m
D log

1

1�T
:

Therefore
�.�; s/D

Y
p

1

1�p�s

which is just the Riemann zeta function, already an interesting function.
Let V D Pn. Again all primes are good, and

#Pn.Fq/D
qnC1�1

q�1
D 1CqC�� �Cqn; q D pm;

from which it follows that

�.Pn; s/D �.s/�.s�1/ � � ��.s�n/

with �.s/ the Riemann zeta function.

CONJECTURE 10.2 (HASSE–WEIL) For any nonsingular projective variety V over Q,
�.V;s/ can be analytically continued to a meromorphic function on the whole complex plane,
and satisfies a functional equation relating �.V;s/ with �.V;d C1� s/, where d D dimV .

The conjecture is widely believed to be true, but it is known in only a few cases. Note
that the above calculations show that, for V D Pn, it follows from the similar statement for
�.s/.

Of course, �.V;s/ is expected to satisfy a Riemann hypothesis, but this is not known for
any variety, even a point.

NOTES According to Weil’s recollections (Collected Papers, II, p. 529), Hasse defined the Hasse–
Weil zeta function for an elliptic curve over Q, and set the Hasse–Weil conjecture in this case as
a thesis problem! Initially, Weil was sceptical of the conjecture, but he proved it for curves of
the form Y m D aXnCb over number fields by expressing their zeta functions in terms of Hecke
L-functions. In particular, Weil showed that the zeta functions of the elliptic curves Y 2 D aX3Cb
and Y 2 D aX4Cb can be expressed in terms of Hecke L-functions, and he suggested that the same
should be true for all elliptic curves with complex multiplication. This was proved by Deuring in
a “beautiful series” of papers. Deuring’s result was extended to all abelian varieties with complex
multiplication by Shimura and Taniyama and Weil. In a different direction, Eichler and Shimura
proved the Hasse–Weil conjecture for elliptic modular curves by identifying their zeta functions with
the Mellin transforms of modular forms. See Chapter V.
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The zeta function of an elliptic curve over Q

Let E be an elliptic curve over Q, and let S be the set of primes where E has bad reduction.
According to the above definition

�.E;s/D
Y
p…S

1C .Np�p�1/p
�sCp1�2s

.1�p�s/.1�p1�s/

D
�S .s/�S .s�1/

LS .s/
;

where �S .s/ is Riemann’s zeta function except that the factors corresponding to the primes
in S have been omitted, and

LS .E;s/D
Y
p…S

1

1C .Np�p�1/p�sCp1�2s
:

Write
1C .Np�p�1/T CpT

2
D .1� p̨T /.1� p̌T /;

so that
LS .E;s/D

Y
p

1

1� p̨p�s
1

1� p̌p�s
:

The product
Q
p

1
1�p�s converges for <.s/ > 1, and j p̨j D p

1
2 D j p̌j, and so the product

LS .E;s/ converges for <.s/ > 3
2

by comparison with

Y
p

1

1�p
1
2p�s

:

We add factors to LS .E;s/ for the bad primes. Define

Lp.T /D

8̂̂<̂
:̂
1�apT CpT

2; if p is good, ap D pC1�Np;

1�T; if E has split multiplicative reduction,
1CT; if E has non-split multiplicative reduction,
1; if E has additive reduction.

In the four cases
Lp.p

�1/D
Np

p
;
p�1

p
;
pC1

p
;
p

p
;

which, in each case, equals #Ens
p .Fp/=p, where Ens

p is the nonsingular part of the elliptic
curve modulo p (see the table p. 61). Define

L.E;s/D
Y
p

1

Lp.p�s/
;

where the product is now over all prime numbers. The conductor NE=Q of E is defined to
be
Q
p badp

fp , where

fp D

�
fp D 1 if E has multiplicative reduction at p
fp � 2 if E has additive reduction at p; and equals 2 if p ¤ 2;3:
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The precise definition of fp when E has additive reduction is a little complicated. However,
there is a formula of Ogg that can be used to compute it in all cases,

fp D ordp.�/C1�mp;

where mp is the number of irreducible components of the Néron model (not counting
multiplicities) and � is the discriminant of the minimal Weierstrass equation (11), p. 52, of
E.

Define
�.E;s/DN

s=2

E=Q.2�/
�s� .s/L.E;s/:

The completed L-function �.E;s/ can be defined similarly for an elliptic curve over a
number field. The following is the precise version of the Hasse–Weil conjecture for the case
of an elliptic curve.

CONJECTURE 10.3 The function �.E;s/ can be analytically continued to a meromorphic
function on the whole of complex plane, and it satisfies a functional equation

�.E;s/D wE�.E;2� s/; wE D˙1:

There is even a recipe for what wE should be.
As noted earlier, for curves with complex multiplication, the conjecture was proved by

Deuring in the early 1950s. The key point is that there is always a “formula” for Np similar
to that proved by Gauss for the curve Y 2Z D X3C4XZ2 (see p. 158) which allows one
to identify the L-function of E with an L-function of a type already defined and studied
by Hecke (a “Hecke L-function”) and for which one knows analytic continuation and a
functional equation.

A much more important result, which we shall spend most of the rest of the book
discussing, is the following. Let

�0.N /D

��
a b

c d

�
2 SL2.Z/

ˇ̌̌̌
c � 0 modN

�
:

Then �0.N / acts on the complex upper half-plane, and the quotient �0.N /nH has the
structure of a Riemann surface. An elliptic curve E over Q is said to be modular if there is a
nonconstant map of Riemann surfaces

�0.N /nH!E.C/

for some N . Eichler and Shimura (in the fifties and sixties) proved a slightly weaker form of
Conjecture 10.3 for modular elliptic curves (see Chap. V, �7).

Recall that a curve is said to have semistable reduction at p if it has good or multiplicative
reduction at p; equivalently, if p2 does not divide the conductor. Wiles (with Richard Taylor)
proved that an elliptic curve with square free conductor is modular. This work was extended
to all elliptic curves over Q by various authors (see Chapter V). Thus, Conjecture 10.3 is
known for all elliptic curves over Q.

REMARK 10.4 (a) Deuring’s result is valid for elliptic curves with complex multiplication
over any number field. The results of Eichler, Shimura, Wiles, et al. are valid only for elliptic
curves over Q. Even today, little is known about the L-functions of elliptic curves over
number fields apart from some totally real fields.

(b) Both results prove much more than the simple statement of Conjecture 10.3 — they
succeed in identifying the function �.E;s/.
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Statement of the conjecture of Birch and Swinnerton-Dyer

Let E be an elliptic curve over Q. Let

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3

be a minimal Weierstrass equation for E over Q, and let

! D
dx

2yCa1xCa3
:

Recall (�6) that there is a canonical Néron–Tate height pairing

h ; iWE.Q/�E.Q/! R; hP;Qi D Oh.P CQ/� Oh.P /� Oh.Q/:

CONJECTURE 10.5 (BIRCH AND SWINNERTON-DYER) Let r be the rank of E.Q/, and
let P1; : : : ;Pr be Z-linearly independent elements of E.Q/; then

L.E;s/�

0@˝ Y
p bad

cp

1A ŒX.E=Q/�det.hPi ;Pj i/
.E.Q/ W

P
ZPi /2

.s�1/r as s! 1;

where
Œ��D order of � (elsewhere written #�);
˝ D

R
E.R/ j!j;

cp D .E.Qp/ WE0.Qp//.

In particular, the conjecture predicts that the rank of E.Q/ is equal to the order of the zero of
L.E;s/ at s D 1. In the literature, this statement is called the weak Birch–Swinnerton-Dyer
(weak BSD) conjecture, while 10.5 is called the full Birch–Swinnerton-Dyer (full BSD)
conjecture.19

REMARK 10.6 (a) For a modular elliptic curve, all terms in the conjecture are computable
except for the Tate–Shafarevich group, and, in fact, can be computed by Pari (see II, �7).

(b) The quotient
det.hPi ;Pj i/

.E.Q/ W
P

ZPi /2

is independent of the choice of P1; : : : ;Pr . When they are chosen to form a basis for E.Q/
modulo torsion, the quotient equals

D

ŒE.Q/tors�2
;

where D is the discriminant of the Néron–Tate pairing.
(c) The integral

R
E.Qp/

j!j makes sense, and, in fact it is equal to .E.Qp/ WE1.Qp//=p.
Indeed (see II, 2.7) there is a bijection E1.Qp/$ pZp under which ! corresponds to
the Haar measure on Zp for which Zp has measure 1 and (therefore) pZp has measure
1=.Zp W pZp/D 1=p. Hence,Z

E.Qp/

j!j D .E.Qp/ WE1.Qp//
Z
E1.Qp/

j!j D
.E.Qp/ WE1.Qp//

p

D
cpNp

p
:

19A proof of the “weak” conjecture already suffices to win the million-dollar Millenium Prize.
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For any finite set S of prime numbers including all those for which E has bad reduction,
define

L�S .s/D

0@ Y
p2S[f1g

Z
E.Qp/

j!j

1A�1Y
p…S

1

Lp.p�s/
; where

Lp.T /D 1C .Np�p�1/T CpT
2:

Recall that Qp D R when p D1. When p is good,

Lp.p
�1/D

Np

p
D

 Z
E.Qp/

j!j

!
;

and so the behaviour of L�S .s/ near s D 1 is independent20 of S satisfying the condition, and
the conjecture of Birch and Swinnerton-Dyer can be stated as

L�S .E;s/�
ŒX.E=Q/� �D
ŒE.Q/ tors�2

.s�1/r as s! 1:

ASIDE 10.7 Formally, Lp.1/ D
Q p

Np
; and so Conjecture 10.5 has an air of compatibility with

Conjecture 10.1. Assuming E to be modular, Goldfeld (1982) showed that, if
Q
p�xNp=p �

C.logx/�r for some C > 0 and r , then

˘ L.E;s/� C 0 � .s�1/r as s! 1 and

˘ the generalized Riemann hypothesis holds for L.E;s/, i.e., L.E;s/¤ 0 for <.s/ > 1.

Needless to say, Conjecture 10.1 has not been proved for a single curve. In fact, it is stronger than
the generalized Riemann hypothesis: for a fixed modular elliptic curve E over Q, the following
statements are equivalent,

˘
Q
p�xNp=p � C.logx/r for some nonzero C and some r ;

˘  E .x/D o.x logx/, where  E .x/D
P
p�x.˛

k
p C N̨

k
p / logp.

The generalized Riemann hypothesis for theL-functionL.E;s/ is equivalent to E .x/DO.x.logx/2/,
and so  E .x/D o.x logx/ can be considered a deeper (but still plausible) form of it.

ASIDE 10.8 One difference between elliptic curves and higher dimensional abelian varieties is that
abelian varieties come in pairs: to each abelian variety A there is a dual abelian variety A_ (the Picard
variety of A). For elliptic curves, A and A_ are canonically isomorphic. The Néron–Tate height gives
a pairing A_.Q/�A.Q/! R, and the Cassels–Tate pairing gives a duality betweenX.A_=Q/ and
X.A=Q/. For an abelian variety A over Q, the conjecture of Birch and Swinnerton-Dyer generalizes
to a statement

L�S .A;s/�
ŒX.A=Q/� �D

ŒA_.Q/tors�ŒA.Q/tors�
.s�1/r as s! 1

where D is the discriminant of the height pairing A_.Q/�A.Q/! R. We have L�S .A
_; s/ D

L�S .A;s/ because A_ is isogenous to A, and ŒX.A_=Q/�D ŒX.A=Q/� because of the Cassels–Tate
duality, and so the statement is symmetric between A and A_. See Tate 1966b.

20More precisely, lims!1L�S .s/=L
�
S 0
.s/D 1 for any two such sets S , S 0.
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What is known about the conjecture of Birch and Swinnerton-Dyer

Beginning with the work of Birch and Swinnerton-Dyer (1963, 1965), a massive amount
of computational evidence has accumulated in support of the conjectures: all the terms in
the conjecture exceptX have been computed for thousands of curves; the value of ŒX�
predicted by the computations is always a square; whenever the order of some p-primary
component of ŒX� has been computed, it has agreed with the conjecture.

For a pair of isogenous elliptic curves over Q, most of the terms in the full BSD
conjecture will differ for the two curves, but Cassels (1965) showed that if the conjecture is
true for one curve, then it is true for both, i.e., the validity of the full BSD conjecture for an
elliptic curve depends only on the isogeny class of the curve.

For certain elliptic curves over function fields, the conjecture is known (see the next
section).

By the mid-1970s, little progress had been made toward proving the full BSD conjecture
over Q. As Tate (1974) put it, “This remarkable conjecture relates the behaviour of a function
L at a point where it is not at present known to be defined to the order of a groupX which
is not known to be finite.”

Coates and Wiles (1977) proved that if E has complex multiplication by an imaginary
quadratic field of class number 1 and E.Q/ is infinite, then L.E;1/D 0.

From now on, we assume that E=Q is modular. Thus L.E=Q; s/ extends to the whole
complex plane, and satisfies a functional equation (Conjecture 10.3).

Heegner (1952) was the first to find a systematic way of constructing points of infinite
order on elliptic curves over number fields. Modular curves contain certain points, called
“special”, which correspond to elliptic curves with complex multiplication, and these can
be pushed forward to give rational points on the modular elliptic curves. Heegner’s paper
was written in an unpersuasive style, and assumed a knowledge of Weber 1908 that few
possessed, and so was largely ignored until Birch took it up in the late 1960s.

For a modular elliptic curve E=Q and a complex quadratic extension K of Q, Birch
(1969a, 1969b, 1970, 1975) defined a “Heegner point” PK 2 E.K/, and suggested that
it should often be of infinite order. Based on numerical evidence, he observed that the
heights of the Heegner points seemed to be related to the value at 1 of the L-functions of
certain elliptic curves and their first derivatives (Harvard seminar, 1973). Confirming Birch’s
observation, Gross and Zagier (1986) proved that if E is a modular elliptic curve over Q,
then

L0.E=K;1/D C � Oh.PK/; C ¤ 0:

Thus PK has infinite order if and only if L0.E=K;1/¤ 0. For a historical account of this
work, see Birch 2004.

Kolyvagin (1988a, 1988b) showed that the system of Heegner points on an elliptic curve
controls the size and structure of the Selmer group. By about 1990, the following was known
(thanks to the work of Gross, Zagier, Kolyvagin, and others):

(*) if the order of the zero of L.E=Q; s/ at s D 1 is at most 1, then the weak
BSD conjecture holds for E andX.E=Q/ is finite.

In fact, Kolyvagin shows more.
Under the hypothesis of (*), in order to complete the proof of the full BSD conjecture

for E, it remains to show that the p-primary component ofX.E=Q/ has the predicted order
for all p. Using Iwasawa theory, Kato, Rubin, Skinner, Urban, and others have done this for
many E and p.
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Without the hypothesis on the order of the zero of L.E=Q; s/, little is known. For
example, it is not known how to prove that rank.E.Q//� 1 implies the weak BSD conjecture.

The preprint Bhargava et al. 2019 shows that, when ordered by height, a majority of
isomorphism classes of elliptic curves E over Q satisfy the hypothesis of (*).

For recent reviews of work on the BSD conjecture for elliptic curves over Q, see Coates
2013, 2016.

Congruent numbers

Recall that a natural number n is congruent21 if it is the area of a right-angle triangle with
rational sides. There are two basic questions.

(a) Is there an algorithm for deciding whether a given n is congruent?

(b) Are all integers n congruent to 5, 6, or 7modulo 8 congruent numbers (as the numerical
evidence suggests)?

We first explain the relation of congruent numbers to elliptic curves. Suppose that n
is congruent, so that there are positive rational numbers a;b;c such that a2Cb2 D c2 and
ab=2D n. Then x D n.aC c/=b, y D 2n2.aC c/=b2 is a point on the elliptic curve

E.n/ W Y 2 DX3�n2X

with y ¤ 0. Conversely, suppose that there is a point .x;y/ 2E.n/.Q/ with y ¤ 0. Then

aD j.n2�x2/=yj; b D j2nx=yj; c D j.n2Cx2/=yj

are the sides of a right-angle triangle whose area is n.
The only rational points of finite order on the projective closure of E.n/ are .0W1W0/,

.0W0W1/, .nW0W1/, and .�nW0W1/, which all have order 2. We conclude that

n is congruent ” E.n/ has a rational point of infinite order.

In his 1952 paper, Heegner was in fact interested in congruent numbers. He proved (using
Heegner points) that if p is a prime congruent to 5 or 7 modulo 8, then p is a congruent
number, and if p is congruent to 3 or 7 modulo 8, then 2p is a congruent number.

Let n be congruent to 5;6, or 7 modulo 8. Then the constant wE in the functional
equation of L.E.n/; s/ is �1, and so L.E.n/; s/ has a zero at s D 1. Therefore, the weak
BSD conjecture implies that n is congruent. Alternatively, n can be shown to be congruent
directly from Selmer’s conjecture (Stephens 1975). It is known that, among the square free
integers congruent to 5;6, or 7 modulo 8, those that are congruent numbers have density 1
(Kriz 2020).

If the Tate–Shafarevich group of E.n/ is finite, then there is an algorithm for finding the
rational points on E.n/, and hence for deciding if n is congruent. Tunnell has given a more
explicit algorithm. Let n be odd and square free; if n is congruent, then the number of triples
satisfying 2x2Cy2C 8z2 D n is twice the number satisfying 2x2Cy2C 32z2 D n, and
the converse is true if the weak BSD conjecture holds for E.n/. There is a similar statement
for even n.

For a recent review of work on congruent numbers, see Coates 2017.

21The name comes from Fibonacci, Liber Quadratorum (Book of Squares), 1225.
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11 Elliptic curves and sphere packings

The conjecture of Birch and Swinnerton-Dyer is expected to hold, not just for elliptic curves
over Q, but for all elliptic curves over global fields (finite extensions of Q or Fp.T /). For
functions fields, the conjecture has been proved in some important cases, and Elkies, Shioda,
and others used this to show that the lattices .E.K/;h ; i/ arising in this way give very dense
sphere packings.22

The conjecture of Birch and Swinnerton-Dyer over function fields

Let K be a finite extension of Fp.T /, and let Fq be the algebraic closure of Fp in K. There
exists a nonsingular projective curve C over Fq such that K D Fq.C / (I, 6.3). As we
discussed in �9, the zeta function of C over Fq , is of the form

Z.C;T /D

Q2g
iD1.1�!iT /

.1�T /.1�qT /
; j!i j D q

1
2 ;

where g is the genus of C . Let E be a constant elliptic curve over K, i.e., the curve defined
by an equation

Y 2ZCa1XYZCa3YZ
2
DX3Ca2X

2ZCa4XZ
2
Ca6Z

3

with the ai 2 Fq �K. Write the zeta function of E over Fq as

Z.E;T /D
.1�˛1T /.1�˛2T /

.1�T /.1�qT /
:

THEOREM 11.1 The weak conjecture of Birch and Swinnerton-Dyer holds for E=K.

PROOF. In this case, the weak conjecture says that the rank r ofE.K/ is equal to the number
of pairs .i;j /, 1� i � 2, 1� j � 2g, such that ˛i D !j . The rank of E.K/ is equal to the
rank of Hom.J;E/, where J is the jacobian of C . Tate (1966a) proved that the rank of
Hom.J;E/ equals the number of pairs .i;j / with ˛i D !j . 2

THEOREM 11.2 The full conjecture of Birch and Swinnerton-Dyer holds for E=K.

PROOF. In this case, the full conjecture says that

qg
Y
˛i¤!j

�
1�

!j

˛i

�
D ŒX.E=K/� �D

where D is the discriminant of the pairing

Hom.J;E/�Hom.E;J /
a;b 7!bıa
�! End.J /

trace
�! Z:

This is proved in Milne 1968. 2

22“One of the most exciting developments has been the construction by Elkies and Shioda of lattice packings
from the Mordell–Weil groups of elliptic curves over function fields. Such lattices have a greater density than
any previously known in dimensions from about 80 to 4096.” Conway and Sloane 1999, p. xviii.
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More generally, for a constant abelian variety over a function field, the weak BSD
conjecture is a theorem of Tate (1966a) and the full BSD conjecture is a theorem of Milne
(1968). Moreover, for an elliptic curve over a function field, it is known that the weak
conjecture implies the full conjecture (Milne 1975, 1981). The weak BSD conjecture is
known for an elliptic curve defined over a field Fq.T / by a Weierstrass equation in which the
coefficients ai D ai .T / are polynomials with degai .T /� 2i (Artin and Swinnerton-Dyer
1973).

Let E1 and E2 be elliptic curves over Fq , and regard E2 as an elliptic curve over
the field K D Fq.E1/. If E1 and E2 are nonisogenous, then the Tate–Shafarevich group
X.E=K/ has order .n1�n2/2 where n1 D #E1.k// and n2 D #E2.k/. If E1 D E2 D E
is nonsupersingular, then the Tate–Shafarevich groupX.E=K/ has order .End.E/WZŒF �/2
where F is the Frobenius map. (Exercise from the above formulas.)

Sphere packings

As we noted in Remark 6.4, pairs consisting of a free Z-module of finite rank L and a
positive definite quadratic form q on V def

DL˝R are of great interest. We can choose a basis
for V that identifies .V;q/ with .Rr ;X21 C�� �CX

2
r /. The bilinear form associated with q is

hx;yi D q.xCy/�q.x/�q.y/:

Given such a pair .L;q/, the numbers one needs to compute are
(a) the rank r of L;

(b) the square of the length of the shortest vector

m.L/D inf
v2L;v¤0

hv;viI

(c) the discriminant of L,
discLD det.hei ; ej i/;

where e1; : : : ; er is a basis for L.
The discriminant is independent of the choice of a basis for L. Let


.L/Dm.L/=disc.L/
1
r :

The volume of a fundamental parallelepiped forL is
p

discL. The sphere packing associated
with L is formed of spheres of radius 1

2

p
m.L/, and therefore its density is

d.L/D 2�rbr
.L/
r
2 ;

where br D �r=2=� . rC22 / is the volume of the r-dimensional unit ball. To maximize d.L/,
we need to maximise 
.L/.

Let E be a constant elliptic curve over a field K D Fq.C / as before, and let L D
E.K/=E.K/tors with the quadratic form q D 2 Oh. If we know the numbers !i and j̨ , then
Theorem 11.1 gives us r , and Theorem 11.2 gives us an upper bound for discL,

discLD qg �
Y
˛i¤!j

�
1�

!j

˛i

�
� ŒX��1 � qg �

Y
˛i¤!j

�
1�

!j

˛i

�
:
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Finally, an easy, but nonelementary argument,23 shows that

m.L/� 2ŒC.k/�=ŒE.k/�

for all finite k � Fq .

Example

Consider the curve
C WXqC1CY qC1CZqC1 D 0

over Fq2 (note, not over Fq).

LEMMA 11.3
(a) The curve C is nonsingular, of genus g D q.q�1/

2
.

(b) #C.Fq2/D q3C1.

(c) Z.C;T /D .1CqT /q.q�1/

.1�T /.1�q2T /
.

PROOF. (a) The partial derivatives of the defining equation are Xq , Y q , Zq , and these have
no common zero in P2. Therefore, the curve is nonsingular, and so the formula (6), p. 32,
shows that it has genus q.q�1/=2.

(b) The group F�
q2 is cyclic of order q2� 1 D .qC 1/.q� 1/, and F�q is its subgroup

of order q�1. Thus, xqC1 2 F�q and x 7! xqC1WF�
q2 ! F�q is a surjective homomorphism

with kernel a cyclic group of order qC1. As x runs through Fq2 , xqC1 takes the value 0
once and each nonzero value in F�q exactly qC1 times. A similar remark applies to yqC1

and zqC1. We can scale each solution of XqC1CY qC1CZqC1 D 0 so that x D 0 or 1.
Case 1: x D 1, 1CyqC1 ¤ 0. There are q2�q�1 possibilities for y, and then qC1

possibilities for z. Hence .q2�q�1/.qC1/D q3�2q�1 solutions.
Case 2: x D 1, 1CyqC1 D 0. There are qC 1 possibilities for y, and then one for z.

Hence qC1 solutions.
Case 3: x D 0. We can take y D 1, and then there are qC1 possibilities for z.
In sum, there are q3C1 solutions.
(c) We know that

#C.Fq/D 1Cq2�
2gX
iD1

!i :

Therefore
P2g
iD1!i D q

2�q3 D�2gq. Because j!i j D q, this forces !i D�q. 2

For all q, it is known that there is an elliptic curve E over Fq2 , such that E.Fq2/ has
q2C2qC1 elements (the maximum allowed by the Riemann hypothesis). For such a curve

Z.E;T /D
.1CqT /2

.1�T /.1�q2T /
:

PROPOSITION 11.4 Let LDE.K/=E.K/tors with E and K D Fq.C / as above. Then:
(a) The rank r of L is 2q.q�1/;

23An element P of E.K/ defines a map uWC !E, and Oh.P / is related to the degree of u. Thus, we get a
lower bound for m.L/ in terms of the !i and j̨ .
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(b) m.L/� 2.q�1/;

(c) ŒX.E=K/�disc.L/D qq.q�1/;

(d) 
.L/� 2.q�1/=
p
q.

PROOF. (a) Since all ˛i and !j equal �q, if follows from (11.2a) that the rank is 2�2g D
2q.q�1/.

(b) We have

m.L/�
ŒC.Fq2/�

ŒE.Fq2/�
D

q3C1

.q2C1/2
> q�2:

(c) This is a special case of (11.2), taking count that our field is Fq2 (not Fq) and
g D q.q�1/=2.

(d) Follows immediately from the preceding. 2

REMARK 11.5 (a) Dummigan (1995) has obtained information on the Tate–Shafarevich
group in the above, and a closely related, situation. For example,X.E=K/ is zero if q D p
or p2, and has cardinality at least pp

3.p�1/3=2 if q D p3.
(b) For q D 2, L is isomorphic to the lattice denoted D4, for q D 3, to the Coxeter-Todd

lattice K12, and for q D 3 it is similar to the Leech lattice.

For a more detailed account of the applications of elliptic curves to lattices, see Oesterlé
1990.

EXERCISE 11.6 Consider the curve E W Y 2ZCYZ2 DX3.
(a) Show that E is a nonsingular curve over F2.
(b) Compute #E.F4/, F4 being the field with 4 elements.
(c) Let K be the field of fractions of the integral domain F4ŒX;Y �=.X3CY 3C1/. Let

L D E.K/=E.K/ tors, and regard it as a lattice in V D L˝R endowed with the height
pairing. Compute the rank of L, m.L/, and 
.L/.





Chapter V

Elliptic Curves and Modular Forms

Fermat is one of the most fascinating mathe-
matical personalities of all time, the creator
(with Descartes) of analytic geometry, one of the
founders of the calculus, and undisputed founder
of modern number theory.

Weil 1973.

We wish to understand the L-function L.E=Q; s/ of an elliptic curve E over Q, i.e., we
wish to understand the sequence of numbers

N2;N3;N5; : : : ;Np; : : : Np D #Ep.Fp/;

or, equivalently, the sequence of numbers

a2;a3;a5; : : : ;ap; : : : ap D pC1�Np:

There is no direct way of doing this. Instead, we shall see how the study of modular curves
and modular forms leads to functions that are candidates for being the L-function of an
elliptic curve over Q, and then we shall see how Wiles and others showed that all the
L-functions of elliptic curves over Q do in fact arise from modular forms.

1 The Riemann surfaces X0.N /

Quotients of Riemann surfaces by group actions

We shall need to define Riemann surfaces as the quotients of other simpler Riemann surfaces
by group actions. This can be quite complicated. The following examples will help.

EXAMPLE 1.1 Let n 2 Z act on C by z 7! zCn. Topologically C=Z is a cylinder. Write
� WC!C=Z for the quotient map. Then C=Z has a unique complex structure for which � is
a local isomorphism of Riemann surfaces. A function f WU ! C on an open subset of C=Z
is holomorphic (resp. meromorphic) for this structure if and only if f ı� is holomorphic
(resp. meromorphic). Thus the holomorphic functions f on U � C=Z can be identified with
the holomorphic functions g on ��1.U / invariant under Z, i.e., such that g.zC1/D g.z/.
For example, q.z/ D e2�iz defines a holomorphic function on C=Z. In fact, it gives an
isomorphism C=Z! C� whose in inverse C�! C=Z is (by definition) .2�i/�1 � log.

175
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EXAMPLE 1.2 Let D be the open unit disk fz j jzj< 1g, and let � be a finite group acting
on D and fixing 0. The Schwarz lemma (Cartan 1963, III, 3) shows that the automorphisms
of D fixing 0 are the maps z 7! �z, j�j D 1, and so

Aut.D/D fz 2 C j jzj D 1g ' R=Z:

It follows that � is a finite cyclic group. Let z 7! �z generate it and suppose that � has order
m. Then zm is invariant under �, and so defines a function on �nD, which in fact is a
homeomorphism �nD!D, and therefore defines a complex structure on �nD.

Let � WD!�nD be the quotient map. The space of holomorphic functions on an open
U ��nD can be identified with the space of holomorphic functions on ��1.U / such that
g.�z/D g.z/ for all z, and so are of the form g.z/D h.zm/ with h holomorphic. Note that
if �.Q/D P D 0, then ordP .f /D 1

m
ordQ.f ı�/.

Let � be a group acting on a Riemann surface X . A fundamental domain for � is a
connected open subset D of X such that

(a) no two points of D lie in the same orbit of � ;

(b) the closure ND of D contains at least one element from each orbit.

For example,
D D fz 2 C j 0 <<.z/ < 1g

is a fundamental domain for Z acting on C as in 1.1, and

D0 D fz 2D j 0 < argz < 2�=mg

is a fundamental domain for Z=mZ acting on the unit disk as in 1.2.

The Riemann surfaces X.� /

Let � be a subgroup of finite index in SL2.Z/. We want to define the structure of a Riemann
surface on the quotient � nH. This we can do, but the resulting surface will not be compact.
Instead, we need to form a quotient � nH�, where H� properly contains H.

THE ACTION OF SL2.Z/ ON THE UPPER HALF-PLANE

Recall (III, �1) that SL2.Z/ acts on HD fz j =.z/ > 0g according to the rule�
a b

c d

�
z D

azCb

czCd
:

Note that �I D
�
�1 0
0 �1

�
acts trivially on H, and so the action factors through the modular

group PSL2.Z/
def
D SL2.Z/=f˙I g.

Let

S D

�
0 �1

1 0

�
, so that z 7! Sz D

�1

z
is the “inversion-symmetry”, and

T D

�
1 1

0 1

�
, so that z 7! T z D zC1 is translation.

Then, in PSL2.Z/,
S2 D 1; .ST /3 D 1.
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PROPOSITION 1.3 Let

D D
˚
z 2H

ˇ̌
jzj> 1; �1

2
<<.z/ < 1

2

	
:

(a) D is a fundamental domain for PSL2.Z/; more-
over, two elements z ¤ z0 of the closure ND of
D are in the same orbit if and only if

i) <.z/ D ˙1
2

and z0 D z˙ 1 (so z0 D T z
or z D T z0); or

ii) jzj D 1 and z0 D�1=z .D Sz/.

In particular, z and z0 lie in the boundary of ND.

(b) Let z 2 ND. The stabilizer of z in PSL2.Z/ is f1g
except in the following three cases:

i) z D i , stabilizer hSi;

ii) z D �D e2�i=6, stabilizer hTSi;

iii) z D �2 D e2�i=3, stabilizer hST i.

i ��2

D

The group PSL2.Z/ is generated by S and T .

PROOF. Define G to be the subgroup hS;T i of PSL2.Z/ generated by S and T , and let
z 2H. We shall show that there exists a g 2G such that gz 2 ND. If g D

�
a b
c d

�
2G, then

=.gz/D
=.z/

jczCd j2
:

For any N , jczCd j<N for only finitely many pairs c;d 2 Z, and so can choose g so that
jczCd j is minimum; then =.gz/ is maximum. We next choose n so that

�
1
2
�<.T ngz/� 1

2
:

Then T ngz 2 ND, because otherwise jT ngzj< 1, and

Im.ST ngz/D
Im.T ngz/
jT ngzj2

> Im.T ngz/D Im.gz/;

contradicting the choice of g. We have shown thatG � NDDH; in particular, PSL2.Z/ � NDDH.
The proof of (b) and of the rest of (a) is routine (Serre 1973, VII, 1.2).
For (c), let h 2 PSL2.Z/, and choose a point z0 in D. There exists a g in G such that

ghz0 2 ND. As ghz0 and z0 are in the same PSL2.Z/-orbit, it follows from (a) that they are
equal, and now (b) shows that ghD 1. Hence h 2G. 2

REMARK 1.4 (a) It can be shown that the modular group PSL2.Z/ has a presentation
hS;T jS2; .ST /3i. In other words, it is a free product of the group hSi of order 2 and the
group hST i of order 3. Many interesting finite groups, for example, all but four of the
sporadic finite simple groups, are generated by an element of order 2 and an element of order
3, and hence are quotients of PSL2.Z/.

(b) Let � be a subgroup of finite index in SL2.Z/, and write

SL2.Z/D � 
1[ : : :[� 
m (disjoint union).

Then D0 D
S

iD satisfies the conditions to be a fundamental domain for � , except that it

need not be connected. However, it is possible to choose the 
i so that the closure of D0 is
connected, in which case the interior of the closure will be a fundamental domain for � .
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THE EXTENDED UPPER HALF-PLANE

The elements of SL2.Z/ act on P1.C/ by projective linear transformations,�
a b

c d

�
.z1Wz2/D .az1Cbz2Wcz1Cdz2/:

Identify H, Q, and f1g with subsets of P1.C/ according to

z $ .zW1/ z 2H
r $ .r W1/ r 2Q
1 $ .1W0/:

The action of SL2.Z/ on P1.C/ stabilizes H� def
DH[Q[f1g. In fact,

if z 2H;
�
a b

c d

�
.zW1/D .azCbWczCd/D

�
azCb

czCd
W1

�
;

if r 2Q;
�
a b

c d

�
.r W1/D .arCbWcrCd/D

(
. arCb
crCd

W 1/ r ¤�d
c

1 r D�d
c
;�

a b

c d

�
1D .a W c/D

�
.a
c
W 1/ c ¤ 0

1 c D 0:

In passing from H to H�, we have added one additional SL2.Z/ orbit. The points in H� not
in H are called the cusps.

We make H� into a topological space as fol-
lows: the topology on H is that inherited from C;
the sets

fz j =.z/ >M g; M > 0

form a fundamental system of neighbourhoods
of1; the sets

fz j jz� .aC ir/j< rg[fag

form a fundamental system of neighbourhoods
of a 2Q. One shows that H� is Hausdorff, and
that the action of SL2.Z/ is continuous.

a

The topology on � nH�

Recall that if � WX ! Y is a surjective map and X is a topological space, then the quotient
topology on Y is that for which a set U is open if and only if ��1.U / is open. In general
the quotient of a Hausdorff space by a group action will not be Hausdorff even if the orbits
are closed — one needs that distinct orbits have disjoint open neighbourhoods.

Let � be a subgroup of finite index in SL2.Z/. The discrete group � acts continuously
on H, and one can show that the action is proper,1 i.e., for any pair of points x;y 2H, there
exist neighbourhoods U of x and V of y such that

f
 2 � j 
U \V ¤ ;g

1Thus, � may be said to act properly continuously on H. In the literature however, � is usually said to act
“properly discontinuously”! See Lee 2003, p. 225, for a discussion of this terminology.
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is finite. In particular, this implies that the stabilizer of every point of H is finite (which we
knew anyway).

PROPOSITION 1.5 (a) For all compact sets A and B of H, f
 2 � j 
A\B ¤;g is finite.

(b) Every z 2H has a neighbourhood U such that 
U and U are disjoint for 
 2 � unless

z D z.

(c) For any points x;y of H not in the same � -orbit, there exist neighbourhoods U of x
and V of y such that 
U \V D ; for all 
 2 � .

PROOF. (a) This follows easily from the fact that � acts continuously and properly.
(b) Let V be compact neighbourhood of z, and let S be the set of 
 2 � such that

V \
V ¤; but 
 does not fix z. From (a), we know that S is finite. For each 
 2 S , choose
disjoint neighbourhoods V
 of z and W
 of 
z, and set

U D V \
\

2S

�
V
 \


�1W

�
:

For 
 2 S , 
U �W
 . As W
 is disjoint from V
 and V
 contains U , this implies that 
U is
disjoint from U .

(c) Choose compact neighbourhoods A of x and B of y, and let S be the (finite) set
of 
 2 � such that 
A\B ¤ ;. Because 
x ¤ y, for each 
 2 S , there exist disjoint
neighbourhoods U
 and V
 of 
x and y. Now U D A\

T

2S 


�1U
 and V D B \T

2S V
 are neighbourhoods of x and y respectively such that 
U and V are disjoint for

all 
 in � . 2

COROLLARY 1.6 The space � nH is Hausdorff.

PROOF. Let x and y be points of H not in the same � -orbit, and choose neighbourhoods
U and V of x and y as in (c) of the last proposition. Then � U and � V are disjoint
neighbourhoods of � x and �y. 2

PROPOSITION 1.7 The space � nH� is Hausdorff and compact.

PROOF. After 1.6, to show that � nH� is Hausdorff, it only remains to examine it near the
cusps, which we leave to the reader (cf. the next subsection). The space � nH� is a quotient
of SL2.Z/nH�, which is compact because ND[f1g is compact. 2

The complex structure on �0.N /nH�

The subgroups of SL2.Z/ that we shall be especially interested in are the Hecke subgroups

�0.N /D

��
a b

c d

�ˇ̌̌̌
c � 0 modN

�
:

We let �0.1/D SL2.Z/. The integer N is the level of �0.N /.
We now define a complex structure on �0.N /nH�. For z0 2H, choose a neighbourhood

V of z0 such that

V \V ¤ ;) 
z0 D z0;

and let U D �.V / — it is open because ��1U D
S

V is open.

If the stabilizer of z0 in �0.N / is˙I , then � WV !U is a homeomorphism, with inverse
', say, and we require .U;'/ to be a coordinate neighbourhood.
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If the stabilizer of z0 in �0.N / is ¤ f˙I g, then it is a cyclic group of order 2m with
mD 2 or 3 (and its stabilizer in �0.N /=f˙I g has order 2 or 3) — see (1.3b). The fractional
linear transformation

� WH!D; z 7!
z�z0

z� Nz0
;

carries z0 to 0 in the unit diskD. There is a well-defined map 'WU !C such that '.�.z//D
�.z/m, and we require .U;'/ to be a coordinate neighbourhood (cf. Example 1.2).

Next consider z0 D1. Choose V to be the neighbourhood fz j =.z/ > 2g of1, and let
U D �.V /. If

z 2 V \
V; 
 D

�
a b

c d

�
2 �0.N /;

then

2� =.
z/D
=.z/

jczCd j2
�

1

jcj2=.z/
�

1

2jcj2

and so c D 0. Therefore


 D˙

�
1 m

0 1

�
;

and so there is a well-defined map 'WU ! C such that '.�.z//D e2�iz , and we require
.U;'/ to be a coordinate neighbourhood (cf. Example 1.1).

For z0 2Q, we choose a ˇ 2 SL2.Z/ such that ˇ.z0/D1, and proceed similarly.

PROPOSITION 1.8 The coordinate neighbourhoods defined above are compatible, and there-
fore define on �0.N /nH� the structure of a Riemann surface.

PROOF. Routine exercise. 2

Write X0.N / for the Riemann surface �0.N /nH�, and Y0.N / for its open subsurface
�0.N /nH.

The genus of X0.N /

The genus of a Riemann surface can be computed by “triangulating” it, and using the formula

2�2g D V �ECF;

where V is the number of vertices, E is the number of edges, and F is the number of faces.
For example, the sphere can be triangulated by projecting out from a regular tetrahedron.
Then V D 4, E D 6, and F D 4, so that g D 0 as expected.

PROPOSITION 1.9 The Riemann surface X0.1/ has genus zero.

PROOF. One gets a fake triangulation of the sphere by taking as vertices three points on the
equator, and the upper and lower hemispheres as the faces. This gives the correct genus

2D 3�3C2

but it violates the usual definition of a triangulation, which requires that any two triangles
intersect in a single side, a single vertex, or not at all. It can be made into a valid triangulation
by adding the north pole as a vertex, and joining it to the three vertices on the equator.

One gets a fake triangulation of X0.1/ by taking the three vertices �, i , and1 and the
obvious curves joining them (two on the boundary of D and one the imaginary axis from i

to1). It can be turned into a valid triangulation by adding a fourth point in D with real part
> 0, and joining it to �, i , and1. 2
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For a finite mapping � WY ! X of compact Riemann surfaces, the Riemann–Hurwitz
formula relates the genus gY of Y to the genus gX of X ,

2gY �2D .2gX �2/mC
X
Q2Y

.eQ�1/:

Here m is the degree of the mapping, so that ��1.P / has m elements except for finitely
many P , and eQ is the ramification index, so that eQ D 1 unless at least two sheets come
together at Q above �.Q/ in which case it is the number of such sheets.

For example, if E is the elliptic curve

E W Y 2Z DX3CaXZ2CbZ3; a;b 2 C; �¤ 0;

and � is the map
1 7!1 , .xWyWz/ 7! .xWz/ WE.C/! P1.C/;

then mD 2 and eQ D 1 except for Q D1 or one of the three points of order 2 on E, in
which case eQ D 2. This is consistent with E.C/ having genus 1 and P1.C/ (the Riemann
sphere) having genus 0.

The Riemann–Hurwitz formula is proved by triangulating Y in such a way that the
ramification points are vertices and the triangulation of Y lies over a triangulation of X .

Now we can compute the genus ofX0.N / by studying the quotient mapX0.N /!X0.1/.
The only (possible) ramification points are those �0.1/-equivalent to one of i , �, or 1.
Explicit formulas can be found in Shimura 1971, pp. 23–25. For example, one finds that, for
p a prime > 3,

genus.X0.p//D

8<:
n�1 if p D 12nC1
n if p D 12nC5;12nC7
nC1 if p D 12nC11:

Moreover,

g D 0 if N D 1;2;3; : : : ;10;12;13;16;18;25I

g D 1 if N D 11;14;15;17;19;20;21;24;27;32;36;49I

g D 2 if N D 22;23;26;28;29;31;37;50:

EXERCISE 1.10 For a prime p, show that the natural action of �0.p/ on P1.Q/ has only
two orbits, represented by 0 and1D .1 W 0/. Deduce that X0.p/XY0.p/ has exactly two
elements.

2 X0.N / as an algebraic curve over Q

In the last section, we defined compact Riemann surfaces X0.N /. A general theorem states
that every compact Riemann surface X can be identified with the set of complex points of
a unique nonsingular projective algebraic curve C over C. However, in general C cannot
be defined over Q (or even Qal) — consider for example a Riemann surface C=� as in
Chapter III whose j -invariant is transcendental — and when C can be defined over Q, in
general, it cannot be defined in any canonical way — consider an elliptic curve E over C
with j.E/ 2Q.

In this section, we shall see that X0.N / has the remarkable property that it is the set of
complex points of a canonical curve over Q.
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Modular functions

For a connected compact Riemann surface X , the meromorphic functions on X form a field
of transcendence degree 1 over C. We shall determine this field for X DX0.N /.

For a subgroup � of finite index in SL2.Z/, the meromorphic functions on � nH� are
called the modular functions for � . If � WH! � nH� is the quotient map, then g 7! � ıg

identifies the modular functions for � with the functions f on H such that

(a) f is meromorphic on H;

(b) for all 
 2 � , f .
z/D f .z/;

(c) f is meromorphic at the cusps (i.e., at the points of H�XH).

The meromorphic functions on X0.1/

Let S be the Riemann sphere S D C[ f1g (III, 3.2). The meromorphic functions on
S are the rational functions of z, and the automorphisms of S are the fractional-linear
transformations,

z 7!
azCb

czCd
; a;b;c;d 2 C; ad �bc ¤ 0:

In fact, Aut.S/D PGL2.C/
def
D GL2.C/=C�. Moreover, given two sets of distinct points on

S , fP1;P2;P3g and fQ1;Q2;Q3g, there is a unique fractional-linear transformation sending
each Pi to Qi . (The proof of the last statement is an easy exercise in linear algebra: given
two sets fL1;L2;L3g and fM1;M2;M3g of distinct lines through the origin in C2, there is
a linear transformation carrying each Li to Mi , and the linear transformation is unique up to
multiplication by a nonzero constant.)

Recall that 1, i , and � are points in H�. We use the same symbols to denote their
images in X0.1/.

PROPOSITION 2.1 There exists a unique meromorphic function J on X0.1/ that is holo-
morphic except at1, where it has a simple pole, and takes the values

J.i/D 1; J.�/D 0:

The meromorphic functions on X0.1/ are the rational functions of J .

PROOF. We saw in the last section that X0.1/ is isomorphic (as a Riemann surface) to the
Riemann sphere S . Let f WX0.1/! S be an isomorphism, and let P;Q;R be the images
of �; i;1. There is a unique fractional-linear transformation L sending P;Q;R to 0;1;1,
and the composite J D Lıf has the required properties. If J 0 is a second function with
the required properties, then the composite J 0 ıJ�1 is an automorphism of S fixing 0;1;1,
and so is the identity map. For the second statement, note that J defines an isomorphism of
X0.1/ onto the Riemann sphere under which the meromorphic function z on the Riemann
sphere corresponds to J on the X0.1/. 2

We wish to identify the function J . Recall from Chapter III that, for a lattice � in C,

G2k.�/
def
D

X
!2�;!¤0

1

!2k
;
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and that G2k.z/
def
DG2k.ZzCZ/, z 2H. Moreover (III, 2.6), the map z 7! .}.z/W}0.z/W1/

is an isomorphism from C=ZzCZ onto the elliptic curve

Y 2Z D 4X3�g4.z/XZ
2
�g6.z/Z

3; �D g4.z/
3
�27g6.z/

2
¤ 0;

where g4.z/D 60G4.z/ and g6.z/D 140G6.z/. The j -invariant of this curve is

j.z/D
1728g4.z/

3

�
:

From their definitions, it is clear that G2k.z/, �.z/, and j.z/ are invariant under T Wz 7!
zC 1, and so can be expressed in terms of the variable q D e2�iz . In Serre 1973, VII,
Equations (23,33,42), we can find the following expansions:

G2k.z/D 2�.2k/C
2.2�i/2k

.2k�1/Š

1X
nD1

�2k�1.n/q
n; �k.n/D

X
d jn

dk; (42)

�D .2�/12.q�24q2C252q3�1472q4C�� �/; (43)

j D
1

q
C744C196884qC21493760q2C

1X
nD3

c.n/qn; c.n/ 2 Z: (44)

The proof of the formula for G2k.z/ is elementary, and the others follow from it together
with elementary results on �.2k/. The factor 1728 was traditionally included in the formula
for j so that it has residue 1 at infinity.

The function j is invariant under �0.1/D SL2.Z/, because j.z/ depends only on the
lattice ZzCZ. Moreover,
˘ j.�/D 0, because C=Z�CZ has complex multiplication by �2 D 3

p
1, and therefore

is of the form Y 2 DX3Cb, which has j -invariant 0;

˘ j.i/D 1728, because C=ZiCZ has complex multiplication by i , and therefore is of
the form Y 2 DX3CaX .

Consequently j D 1728J , and we can restate Proposition 2.1 as follows.

PROPOSITION 2.2 The function j is the unique meromorphic function on X0.1/ that is
holomorphic except at1, where it has a simple pole, and takes the values

j.i/D 1728; j.�/D 0:

It defines an isomorphism from X0.1/ onto the Riemann sphere, and so the field of mero-
morphic functions on X0.N / is C.j /.

The meromorphic functions on X0.N /

Define jN to be the function on H such that jN .z/D j.Nz/. For 
 2 �0.1/, one is tempted
to say

jN .
z/
def
D j.N
z/D j.
Nz/D j.Nz/

def
D jN .z/;

but, this is false in general, because N
z ¤ 
Nz. However, it is true that jN .
z/D jN .z/
if 
 2 �0.N /. To see this, let 
 D

�
a b
c d

�
2 �0.N /, so that c DNc0 with c0 2 Z. Then

jN .
z/D j

�
NazCNb

czCd

�
D j

�
a.Nz/CNb

c0.Nz/Cd

�
D j.
 0Nz/;
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where 
 0 D
�
a Nb

c0 b

�
2 �0.1/, so

j.
 0Nz/D j.Nz/D jN .z/:

Thus, we see that jN is invariant under �0.N /, and therefore defines a meromorphic function
on X0.N /.

THEOREM 2.3 The field of meromorphic functions on X0.N / is C.j;jN /.

PROOF. The curve X0.N / is a covering of X0.1/ of degree m equal to .�0.1/ W �0.N //.
The general theory implies that the field of meromorphic functions on X0.N / has degree m
over C.j /, but we shall prove this again. Let f
1 D 1; :::;
mg be a set of representatives for
the right cosets of �0.N / in �0.1/, so that,

�0.1/D

mG
iD1

�0.N /
i (disjoint union).

Right multiplication by a 
 2 �0.1/ permutes the cosets �0.N /
i , and so f
1
; :::;
m
g is
also a set of representatives for the right cosets of �0.N / in �0.1/.

If f .z/ is a modular function for �0.N /, then f .
iz/ depends only on the coset �0.N /
i .
Hence the functions ff .
i
z/g are a permutation of the functions ff .
iz/g, and every
symmetric polynomial in the f .
iz/ is invariant under �0.1/; since such a polynomial
obviously satisfies the other conditions, it is a modular function for �0.1/, and hence a
rational function of j . Therefore f .z/ satisfies a polynomial of degreem with coefficients in
C.j /, namely,

Q
.Y �f .
iz//. Since this holds for every meromorphic function on X0.N /,

we see that the field of such functions has degree at most m over C.j / (apply the primitive
element theorem, FT, 5.1).

Next I claim that all the f .
iz/ are conjugate to f .z/ over C.j /: for let F.j;Y / be
the minimum polynomial of f .z/ over C.j /, so that F.j;Y / is monic and irreducible
when regarded as a polynomial in Y with coefficients in C.j /; on replacing z with 
iz and
remembering that j.
iz/D j.z/, we find that F.j.z/;f .
iz//D 0, which proves the claim.

If we can show that the functions j.N
iz/ are distinct, then it will follow that the
minimum polynomial of jN over C.j / has degree m, and that the field of meromorphic
functions on X0.N / has degree m over C.j /, and is generated by jN .

Suppose that j.N
iz/ D j.N
j z/ for some i ¤ j . Recall (2.2) that j defines an
isomorphism �0.1/nH�! S2 (Riemann sphere), and so

j.N
iz/D j.N
j z/ all z)9
 2 �0.1/ such that N
iz D 
N
j z all z;

and this implies that �
N 0

0 1

�

i D˙


�
N 0

0 1

�

j :

Hence


i

�1
j 2 �0.1/\

�
N 0

0 1

��1
�0.1/

�
N 0

0 1

�
D �0.N /;

which contradicts the fact that 
i and 
j lie in different cosets. 2
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We saw in the proof that the minimum polynomial of jN over C.j / is

FN .j;Y /D

mY
iD1

.Y �j.N
iz//:

The symmetric polynomials in the j.N
iz/ are holomorphic on H. As they are rational
functions of j.z/, they must in fact be polynomials in j.z/, and so FN .j;Y / 2 CŒj;Y �
(rather than C.j /ŒY �).

On replacing j with the variable X , we obtain a polynomial FN .X;Y / 2 CŒX;Y �,

FN .X;Y /D
X

cr;sX
rY s; cr;s 2 C; c0;m D 1:

I claim that FN .X;Y / is the unique polynomial of degree �m in Y , with c0;m D 1, such
that

FN .j;jN /D 0:

In fact, FN .X;Y / generates the ideal in CŒX;Y � of all polynomials G.X;Y / such that
G.j;jN /D 0, from which the claim follows.

PROPOSITION 2.4 The polynomial FN .X;Y / has coefficients in Q.

PROOF. We know that

j.z/D q�1C

1X
nD0

c.n/qn; c.n/ 2 Z:

When we substitute this into the equation

FN .j.z/;j.Nz//D 0;

and equate coefficients of powers of q, we obtain a set of linear equations for the cr;s with
coefficients in Q, and when we adjoin the equation

c0;m D 1;

then the system determines the cr;s uniquely. Because the system of linear equations has a
solution in C, it also has a solution in Q (look at ranks of matrices); because the solution is
unique, the solution in C must in fact lie in Q. Therefore cr;s 2Q. 2

ASIDE 2.5 The polynomial FN .X;Y / was introduced by Kronecker more than 100 years ago. It is
known to have integer coefficients and be symmetric in X and Y . For N D 2, it is

X3CY 3�X2Y 2C1488XY.XCY /�162000.X2CY 2/

C40773375XY C8748000000.XCY /�157464000000000:

It was computed for N D 2, 3;5;7 by Smith (1878, 1879), Berwick (1916), and Herrmann (1974)
respectively. At this point the humans gave up, and employed computers, which found F11 in
1984. This last computation took about 20 hours on a VAX-780, and the result is a polynomial with
coefficients up to 1060 that takes five pages to write out. Since then there have been improvements to
the algorithms used to compute FN .X;Y /, and F`.X;Y / has been computed for all primes ` up to at
least 3,600 (Bröker et al. 2012). For us, it is important to know that the polynomial exists; it is not
important to know what it is.
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The curve X0.N / over Q

Let CN be the affine curve over Q with equation FN .X;Y /D 0, and let NCN be the projective
curve defined by FN made homogeneous. The map z 7! .j.z/;j.Nz// is a map X0.N /X
� ! CN .C/, where � is the set where j or jN has a pole. This map extends uniquely
to a map X0.N /! NCN .C/, which is an isomorphism except over the singular points of
NCN , and the pair .X0.N /;X0.N /! NCN .C// is uniquely determined by NCN (up to a unique

isomorphism): it is the canonical “desingularization” of NCN over C.2

Now consider NCN over Q. There is a canonical desingularization X ! NCN over Q, i.e.,
a projective nonsingular curveX over Q, and a regular mapX! NCN that is an isomorphism
except over the singular points of NCN , and the pair .X;X ! NCN / is uniquely determined by
NCN (up to unique isomorphism). See I, Theorem 6.4. When we pass to the C-points, we see

that .X.C/;X.C/! NCN .C// has the property characterizing .X0.N /;X0.N /! NCN .C//,
and so there is a unique isomorphism of Riemann surfaces X0.N /!X.C/ compatible with
the maps to NCN .C/.

In summary, we have a well-defined curve X over Q, a regular map 
 WX ! NCN over Q,
and an isomorphism X0.N /! X.C/ whose composite with 
.C/ is (outside a finite set)
z 7! .j.z/;j.Nz//.

In future, we often use X0.N / to denote the curve X over Q — it should be clear from
the context whether we mean the curve over Q or the Riemann surface. The affine curve
X0.N /Xfcuspsg �X0.N / is denoted by Y0.N /; thus Y0.N /.C/D �0.1/nH.

REMARK 2.6 The curve FN .X;Y /D 0 is highly singular, because, without singularities,
formula (6), p. 32, would predict much too high a genus.

The points on the curve X0.N /

Since we cannot write down an equation for X0.N / as a nonsingular projective curve over
Q, we would at least like to know what its points are in any field containing Q. This we can
do.

We first look at the complex points of X0.N /, i.e., at the Riemann surface X0.N /. In
this case, there is a diagram

f.E;S/g=� f.�;S/g=C� �0.N /nM=C� �0.N /nH

fEg=� L=C� �0.1/nM=C� �0.1/nH

whose terms we now explain. All the symbols$ are natural bijections. The bottom row
combines maps in Chapter III.

Recall that M is the set pairs .!1;!2/ 2 C�C such that =.!1=!2/ > 0 (so M=C� �
P1.C/), and that the bijection M=C�!H sends .!1;!2/ to !1=!2. The rest of the right
hand square is now obvious.

Recall that L is the set of lattices in C, and that the lattices defined by two pairs inM are
equal if and only if the pairs lie in the same �0.1/-orbit. Thus in passing from an element of
M to its �0.1/-orbit we are forgetting the basis and remembering only the lattice. In passing

2The regular map X0.N /X�! CN induces an isomorphism on the function fields, which realizes X0.N /
as the normalization of NCN .
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from an element of M to its �0.N /-orbit, we remember a little of the basis, for suppose that�
!01
!02

�
D

�
a b

c d

��
!1
!2

�
;

�
a b

c d

�
2 �0.N /:

Then

!01 D a!1Cb!2

!02 D c!1Cd!2 � d!2 modN�:

Hence
1
N
!02 �

d
N
!2 mod�:

Note that because
�
a b

c d

�
has determinant 1, gcd.d;N / D 1, and so 1

N
!02 and 1

N
!2

generate the same cyclic subgroup S of order N in C=�. Therefore, the map

.!1;!2/ 7! .�.!1;!2/;h
1
N
!2i/

defines a bijection from �0.N /nM to the set of pairs consisting of a lattice � in C and
a cyclic subgroup S of C=� of order N . Now .�;S/ 7! .C=�;S/ defines a one-to-one
correspondence between this last set and the set of isomorphism classes of pairs .E;S/
consisting of an elliptic curve over C and a cyclic subgroup S of E.C/ of order N . An
isomorphism .E;S/! .E 0;S 0/ is an isomorphism E!E 0 carrying S into S 0.

Note that the quotient of E by S ,

E=S ' C=�.!1; 1N !2/;

and that !1=. 1N !2/DN
!1

!2
. Thus, if j.E/D j.z/, then j.E=S/D j.Nz/.

Now, for any field k �Q, define E0.N /.k/ to be the set of isomorphism classes of pairs
E consisting of an elliptic curve E over k and a cyclic subgroup S � E.kal/ of order N
stable under Gal.kal=k/ — thus the subgroup S is defined over k but not necessarily its
individual elements. The above remarks show that there is a canonical bijection

E0.N /.C/=�! Y0.N /

whose composite with the map Y0.N /! CN .C/ is

.E;S/ 7! .j.E/;j.E=S//:

Here Y0.N / denotes the Riemann surface �0.N /nH.

THEOREM 2.7 For any field k �Q, there is a map

E0.N /.k/! Y0.N /.k/;

functorial in k, such that
(a) the composite

E0.N /.k/! Y0.N /.k/! CN .k/

is .E;S/ 7! .j.E/;j.E=S//;
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(b) the map E0.N /.k/=�! Y0.N /.k/ is surjective for all k and bijective for all alge-
braically closed k.

The functoriality in k means that, for every homomorphism � Wk! k0 of fields, the
diagram

E0.N /.k0/ Y0.N /.k
0/

E0.N /.k/ Y0.N /.k/

� �

commutes. In particular, E0.N /.kal/!Y0.N /.k
al/ commutes with the actions of Gal.kal=k/.

Since Y0.N /.kal/Gal.kal=k/ D Y0.N /.k/, this implies that

Y0.N /.k/D .E0.N /.kal//=�/Gal.kal=k/

for any field k �Q.
This description of the points can be extended to X0.N / by adding to E0.N / certain

“degenerate” elliptic curves.
Here is a sketch of the proof of Theorem 2.7. From the bijection E0.N /.C/=�'

Y0.N /.C/ we obtain an action of Aut.˝=Q/ on Y0.N /.C/, which one can show is continu-
ous and regular, and so defines a model E0.N / of Y0.N / over Q (see I, 5.5). Over C, we
have regular maps

E0.N /! Y0.N /! CN

whose composite (on points) is .E;S/ 7! .j.E/;j.E=S//. As this map commutes with
the automorphisms of C, the regular map E0.N /! CN is defined over Q (loc. cit.), and
therefore so also is E0.N /! Y0.N /. As it is an isomorphism on the C-points, it is an
isomorphism (I, 4.24). One can show that, for any field k � C, the map E

0
.N /.k/!

E0.N /.k/ is surjective with fibres equal to the geometric isomorphism classes of pairs
.E;S/, where two pairs are geometrically isomorphic if they become isomorphic over C
(equivalently kal).

Variants

2.8 For our applications to elliptic curves, we shall only need to use the quotients of H� by
the subgroups �0.N /, but quotients by other subgroups are also of interest. For example, let

�1.N /D

��
a b

c d

�ˇ̌̌̌
a� 1� d modN; c � 0 modN

�
D

��
a b

c d

�ˇ̌̌̌�
a b

c d

�
�

�
1 b

0 1

�
modN

�
:

The quotient X1.N /D �1.N /nH� again defines a curve, also denoted X1.N /, over Q, and
there is a theorem similar to 2.7 but with E1.N /.k/ the set of pairs .E;P / consisting of an
elliptic curve E over k and a point P 2E.k/ of order N . In this case, the map

E1.N /.k/=�! Y1.N /.k/

is a bijection for all fields whenever 4jN . The curve X1.N / has genus 0 exactly for
N D 1;2; : : : ;10;12. Since X1.N / has a point with coordinates in Q for each of these N ,
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i.e., there does exist an elliptic curve over Q with a point of that order (II, �5), X1.N / is
isomorphic to P1 (see I, �2), and so X1.N / has infinitely many rational points. Therefore,
for N D 1;2; : : : ;10;12, there are infinitely many nonisomorphic elliptic curves over Q with
a point of order N with coordinates in Q. Mazur showed, that for all other N , Y1.N / is
empty, and so these are the only possible orders for a point on an elliptic curve over Q (see
II, 5.11).

3 Modular forms

It is difficult to construct functions on H invariant under a subgroup � of SL2.Z/ of finite
index. One strategy is to construct functions, not invariant under � , but transforming in a
certain fixed manner. A quotient of two functions transforming in the same manner will be
invariant under � .3 This idea suggests the notion of a modular form.

Definition of a modular form

DEFINITION 3.1 Let � be a subgroup of finite index in SL2.Z/. A modular form for � of
weight4 2k is a function f WH! C satisfying the following conditions:

(a) f is holomorphic on H;

(b) for all 
 D
�
a b
c d

�
2 � , f .
z/D .czCd/2kf .z/;

(c) f is holomorphic at the cusps.

Recall that the cusps are the points of H� not in H. Since � is of finite index in SL2.Z/,
T h D

�
1 h
0 1

�
is in � for some integer h > 0, which we may take to be as small as possible.

Then condition (b) implies that f .T hz/D f .z/, i.e., that f .zCh/D f .z/, and so

f .z/D f �.q/; q D e2�iz=h;

and f � is a function on a neighbourhood of 0 2 C, with 0 removed. To say that f is
holomorphic at1 means that f � is holomorphic at 0, and so

f .z/D
X
n�0

c.n/qn; q D e2�iz=h:

For a cusp r ¤1, choose a 
 2 SL2.Z/ such that 
.1/D r , and then the requirement is
that f ı 
 be holomorphic at 1. It suffices to check the condition for one cusp in each
� -orbit.

A modular form f is called a cusp form if it is zero at the cusps. At the cusp1 this
means that c.0/D 0, and so

f .z/D
X
n�1

c.n/qn:

REMARK 3.2 Note that, for 
 D
�
a b
c d

�
2 SL2.Z/,

d
z D d
azCb

czCd
D
a.czCd/� c.azCb/

.czCd/2
dz D .czCd/�2dz:

Thus condition (3.1b) says that f .z/.dz/k is invariant under the action of the group � .
3This is similar to constructing rational functions on P1 as the quotient of two homogeneous polynomials of

the same degree.
4k and �k are also used.
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Write M2k.� / for the vector space of modular forms of weight 2k, and S2k.� / for the
subspace5 of cusp forms. A modular form of weight 0 is a holomorphic modular function, i.e.,
a holomorphic function on the compact Riemann surface X.� /, and is therefore constant:
M0.� / D C. A product of modular forms of weight 2k and 2k0 is a modular form of
weight 2.kCk0/, which is a cusp form if one of the two forms is a cusp form. ThereforeL
k�0M2k.� / is a graded C-algebra containing

L
k�0S2k.� / as an ideal.

PROPOSITION 3.3 Let � denote the quotient map H�!�0.N /nH�, and set ��!D fdz if
! is a holomorphic differential one-form ! on �0.N /nH�. Then ! 7! f is an isomorphism
from the space of holomorphic differential one-forms on �0.N /nH� to S2.�0.N //.

PROOF. The only surprise is that f is necessarily a cusp form rather than just a modular
form. We examine this for the cusp1. Recall (p. 180) that there is a neighbourhood U of
1 in �0.N /nH� and an isomorphism qWU !D from U to a disk such that q ı� D e2�iz .
Consider the differential g.q/dq on U . Its inverse image on H is

g.e2�iz/d.e2�iz/D 2�i �g.e2�iz/ � e2�izdz D 2�ifdz;

where f .z/D g.e2�iz/ � e2�iz . If g is holomorphic at 0, then

g.q/D
X
n�0

c.n/qn;

and so the q-expansion of f is q
P
n�0 c.n/q

n, which is zero at1. 2

COROLLARY 3.4 The C-vector space S2.�0.N // has dimension equal to the genus of
X0.N /.

PROOF. When the Riemann–Roch theorem for a compact Riemann surface is applied to the
divisor 0, it says that the dimension of the vector space of holomorphic differential one-forms
is equal to the genus of the surface. 2

Hence, there are explicit formulas for the dimension of S2.�0.N // — see p. 181. For
example, it is zero for N � 10, and has dimension 1 for N D 11. In fact, the Riemann–Roch
theorem gives formulas for the dimension of S2k.�0.N // for all N and k.

The modular forms for �0.1/

In this section, we find the C-algebra
L
k�0M2k.�0.1//.

We first explain a method of constructing functions satisfying (3.1b). As before, let L be
the set of lattices in C, and let F WL! C be a function such that

F.��/D ��2kF.�/; � 2 C; � 2 L:

Then
!2k2 F.�.!1;!2//

depends only on the ratio !1 W !2, and so there is a function f .z/ defined on H such that

!2k2 F.�.!1;!2//D f .!1=!2/ whenever =.!1=!2/ > 0:

5The S is for “Spitzenform”, the German name for cusp form. The French name is “forme parabolique”.
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For 
 D
�
a b
c d

�
2 SL2.Z/, �.a!1Cb!2; c!1Cd!2/D�.!1;!2/ and so

f . azCb
czCd

/D .czCd/�2kF.�.z;1//D .czCd/�2kf .z/:

When we apply this remark to the Eisenstein series

G2k.�/D
X

!2�;!¤0

1

!2k
;

we find that the function G2k.z/
def
DG2k.�.z;1// satisfies (3.1b). In fact, more is true.

PROPOSITION 3.5 For all k > 1, G2k.z/ is a modular form of weight 2k for �0.1/, and �
is a cusp form of weight 12.

PROOF. We know that G2k.z/ is holomorphic on H, and the formula (42), p. 183, shows
that it is holomorphic at1, which is the only cusp for �0.1/ (up to �0.1/-equivalence). The
statement for � is obvious from its definition �D g4.z/3�27g4.z/2 and its q-expansion
(43), p. 183. 2

THEOREM 3.6 The C-algebra
L
k�0M2k.�0.1// is generated by G4 and G6, and G4 and

G6 are algebraically independent over C. Therefore

CŒG4;G6�
'
�!

M
k�0

M2k.�0.1//;

CŒG4;G6�' CŒX;Y �

(isomorphisms of graded C-algebras if X and Y are given weights 4 and 6 respectively).
Moreover,

f 7! f ��WM2k�12.�0.1//! S2k.�0.1//

is a bijection.

PROOF. We sketch the proof. Let f be a nonzero modular form of weight 2k, and let
! D f .dz/k be the corresponding k-fold differential form on X0.1/

def
D �0.1/nH� (see 3.2).

For P 2H�, let ordP .f / denote the order of the zero of f at P and ordP .!/ the order of
the zero of ! at the image of P in X0.1/. Then

ord1.f /D ord1.!/Ck

ordP .f /D e ordP .!/Ck.e�1/;

where e is the order of the stabilizer of P in PSL2.Z/ (cf. the proof of 3.3). In particular,

ordP .f /D ordP .!/

for P 2 ND, P ¤ i;�;�2. For a differential one-form ! on a curve of genus g, the divisor
of ! is a canonical divisor, which has degree 2g�2. For a k-fold differential, the degree is
k.2g�2/. As X0.1/ has genus 0, we deduce that

ord1.f /C
1
2

ordi .f /C
1
3

ord�.f /C
X

ordP .f /D�2kC�� � D
k
6
; (45)

where the sum is over a set of representatives for the remaining points in ND.
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Let f be a nonzero modular form of weight 2k. Then ordP .f /� 0 for P D1 and all
P 2H, and so (45) shows that k � 0. For k D 0, the only modular forms are the constants,
and for k D 1, formula (45) shows that M2 D 0. For k D 2, f has zeros only on the
points of the orbit of �, and there has a simple zero. It follows that dimM4 � 1. Similarly,
dimM6 � 1. We conclude that

dimM2k.�0.1//D

�
0 if k < 0 or k D 1
� 1 if k D 2;3:

Next we prove that the sequence

0 M2k�12 M2k C 0
f 7!f �� f 7!f .1/

is exact. As G2k.1/D 2�.2k/¤ 0, we see that the sequence is exact at C. If f 2M2k has
f .1/D 0, then f=� is holomorphic on H (because � is never zero on H), holomorphic
at infinity (because ord1.�/D 1), and of weight 2k�12, and so lies in M2k�12. Now an
induction argument starting from the results of the last paragraph show that, for k � 2;

dimM2k.�0.1//D

�
Œk=6� if k � 1 mod 6
Œk=6�C1 otherwise.

Here Œx� is the largest integer � x.
Let k � 2. We next show by induction on k that every modular form of weight 2k is

an isobaric polynomial in G4 and G6. Choose a pair of integers m � 0 and n � 0 such
that 2mC3nD k (this is always possible for k � 2). The modular form g DGm4 G

n
6 is not

zero at1. If f 2M2k , then f � f .1/
g.1/

g is zero at1, and so it can be written � �h with
h 2M2k�12. Now we apply the induction hypothesis.

Thus the map CŒG4;G6�!
L
kM2k is surjective, and it remains to show that it is

injective. If not, the modular function G32=G
2
6 satisfies an algebraic equation over C, and so

is constant. But G4.�/D 0¤G6.�/ whereas G4.i/¤ 0DG6.i/: 2

THEOREM 3.7 (JACOBI) There is the following formula

�D .2�/12q

1Y
nD1

.1�qn/24; q D e2�iz :

PROOF. Let

F.z/D q

1Y
nD1

.1�qn/24:

From the theorem, we know that the space of cusp forms of weight 12 has dimension 1, and
therefore if we can show that F.z/ is such a form, then it is a multiple of �, and it will
follow from the formula (43), p. 183, that the multiple is .2�/12.

Because SL2.Z/=f˙I g is generated by T D
�
1 1
0 1

�
and S D

�
0 �1
1 0

�
, to check the condi-

tions in (3.1), it suffices to check that F transforms correctly under T and S . For T this is
obvious from the way we have defined F , and for S it amounts to checking that

F.�1=z/D z12F.z/:

This is trickier than it looks, but there are short (two-page) elementary proofs — see, for
example, Serre 1973, VII, 4.4. 2
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EXERCISE 3.8 Define �.z/D �.ZzCZ/ (see Chap. III), so that � is a basis for the C-
vector space of cusp forms of weight 12 for �0.1/. Define �11.z/D�.11z/, and show that
it is a cusp form of weight 12 for �0.11/. Deduce that � ��11 is a cusp form of weight 24
for �0.11/.

EXERCISE 3.9 Assume Jacobi’s formula,

�.z/D .2�/12q

1Y
nD1

.1�qn/24;

.q D e2�iz/, and that S2.�0.11// has dimension 1. Show that

F.z/D q

1Y
nD1

.1�qn/2.1�q11n/2

is a cusp form of weight 2 for �0.11/. [Hint: Let f be a nonzero element of S2.�0.11//,
and let g D � ��11. Show that f 12=g is holomorphic on H� and invariant under �0.1/,
and is therefore constant (because the only holomorphic functions on a compact Riemann
surface are the constant functions). The only real difficulty is in handling the cusp 0, since I
have more or less ignored cusps other than1.]

4 Modular forms and the L-functions of elliptic curves

In this section, we first see that elliptic curves over Q are classified up to isogeny by their
L-functions, and then we see how the theory of modular forms leads to a list of candidates
for the L-functions of such curves.

Dirichlet series

A Dirichlet series is a series of the form

f .s/D
X
n�1

a.n/n�s; a.n/ 2 C; s 2 C:

The simplest example of such a series is, of course, the Riemann zeta function
P
n�1n

�s . If
there exist positive constants A and b such that j

P
n�x a.n/j � Ax

b for all large x, then the
series converges to an analytic function on the half-plane <.s/ > b.

It is important to note that the function f .s/ determines the a.n/, i.e., if
P
a.n/n�s andP

b.n/n�s are equal as functions of s on some half-plane, then a.n/D b.n/ for all n. In
fact, by means of the Mellin transform and its inverse (see 4.3 below), f determines, and is
determined by, the function g.q/D

P
a.n/qn, which is convergent on some disk about 0.

Therefore, the claim follows from the similar statement for power series.
We shall be especially interested in Dirichlet series that can be expressed as Euler

products, that is, as

f .s/D
Y
p

1

1�Pp.p�s/
;

where each Pp is a polynomial and the product is over the prime numbers.
Dirichlet series arise in two essentially different ways: from analysis and from arithmetic

geometry and number theory. One of the big problems in mathematics is to show that the
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second set of Dirichlet series is a subset of the first, and to identify the subset. This is a major
theme in the Langlands program, and the rest of the book will be concerned with explaining
how work of Wiles and others succeeds in identifying the L-functions of elliptic curves over
Q with L-functions arising from modular forms.

The L-function of an elliptic curve

Recall that for an elliptic curve E over Q, we define

L.E;s/D
Y
p good

1

1�app�sCp1�s

Y
p bad

1

1�app�s
;

where

ap D

8̂̂<̂
:̂
pC1�Np p good,
1 p split nodal,
�1 p nonsplit nodal,
0 p cuspidal:

Recall also that the conductor N D NE=Q of Q is
Q
pp

fp , where fp D 0 if E has good
reduction at p, fp D 1 if E has nodal reduction at p, and fp � 2 otherwise (andD 2 unless
p D 2;3).

On expanding out the product, we obtain a Dirichlet series

L.E;s/D
X
n�1

ann
�s:

This series has, among others, the following properties.
(a) (Rationality) Its coefficients an lie in Q.

(b) (Euler product) It can be expressed as an Euler product; in fact, that is how we defined
it.

(c) (Functional equation) Conjecturally it can be extended analytically to a meromor-
phic function on the whole complex plane, and �.E;s/ def

DN
s=2

E=Q.2�/
�s� .s/L.E;s/

satisfies the functional equation

�.E;s/D wE�.E;2� s/; wE D˙1:

Here � .s/ is the gamma function.

L-functions and isogeny classes

Recall (II, 1.8) that two elliptic curves .E;O/ and .E 0;O 0/ are said to be isogenous if
there exists a nonconstant regular map E ! E 0 sending O to O 0, and that isogeny is an
equivalence relation.

An isogenyE!E 0 defines a homomorphismE.Q/!E 0.Q/ which, in general, will be
neither injective nor surjective, but which does have a finite kernel and cokernel.6 Therefore,
the ranks of E.Q/ and E 0.Q/ are the same, but their torsion subgroups will, in general, be
different. Surprisingly, isogenous curves over a finite field do have the same number of
points.

6For an isogeny ' of degree n, there exists an isogeny '0 such that ' ı'0 D n, and nWE.Q/! E.Q/ has
finite kernel and cokernel because E.Q/ is finitely generated.
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THEOREM 4.1 Let E and E 0 be elliptic curves over Q. If E and E 0 are isogenous, then
Np.E/D Np.E

0/ for all good p. Conversely, if Np.E/D Np.E 0/ for sufficiently many
good p, then E is isogenous to E 0.

PROOF. Let p be a good prime for E and E 0. An isogeny ˛WE! E 0 induces an isogeny
p̨WEp!E 0p , which commutes with the Frobenius maps ' and '0 on E and E 0. To see this,

suppose that

p̨.xWyWz/D .P.x;y;z/WQ.x;y;z/WR.x;y;z//; P;Q;R 2 FpŒX;Y;Z�:

Then

. p̨ ı'/.xWyWz/D .P.x
p;yp;zp/WQ.xp;yp;zp/WR.xp;yp;zp//

.'0 ı p̨/.xWyWz/D .P.x;y;z/
p
WQ.x;y;z/pWR.x;y;z/p/

which the characteristic p binomial theorem shows to be equal. Now the diagram

E E

E 0 E 0

1�'

˛p ˛p

1�'

commutes, and so
deg˛ �deg.1�'/D deg.1�'0/ �deg˛:

As

deg.1�'/DNp.E/

deg.1�'0/DNp.E 0/

(see the proof of Theorem 9.4), this proves that Np.E/DNp.E 0/:
The converse is much more difficult. It was conjectured by Tate about 1963, and proved

under some hypotheses by Serre. It was proved in general (for all abelian varieties) by
Faltings in his great article on Mordell’s conjecture (Faltings 1983). 2

The theorem of Faltings gives an effective procedure for deciding whether two elliptic
curves over Q are isogenous: there is a constant P such that if Np.E/D Np.E 0/ for all
good p � P , then E and E 0 are isogenous. This has been made into an effective algorithm.
In practice, if your computer fails to find a p with Np.E/¤Np.E 0/ in a few minutes you
can be very confident that the curves are isogenous.

It is not obvious, but follows from the theory of Néron models, that isogenous elliptic
curves have the same type of reduction at every prime. Therefore, isogenous curves have
exactly the sameL-functions and the same conductor. Because theL-functions is determined
by, and determines the Np, we have the following corollary.

COROLLARY 4.2 Two elliptic curves E and E 0 are isogenous if and only if L.E;s/ D
L.E 0; s/.

We therefore have a one-to-one correspondence:

fisogeny classes of elliptic curves over Qg $ f certain L-functionsg:
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In the remainder of this section we identify the L-functions corresponding to elliptic curves
over Q.

As noted, isogenous curves over Q have the same set of bad primes S . A theorem of
Shafarevich says that, given a finite set of primes S of Q, there are only finitely many elliptic
curves over Q with good reduction outside S up to isomorphism. Hence, every isogeny class
of elliptic curves over Q contains only finitely many isomorphism classes.

We sketch a proof of Shafarevich’s theorem. We may enlarge S and so suppose that
2;3 2 S . Let ZS be the ring obtained from Z by inverting the primes in S . An elliptic curve
with good reduction outside S can be written

E W Y 2 DX3CaXCb; a;b 2 ZS ; � 2 Z�S .

The group Z�S is obviously finitely generated, and so Z�S=Z
�12
S is finite. It therefore suffices

to show that there are only finitely many such curves E with � a fixed element modulo
Z�12S , say, with �D cd12, where c is fixed and d 2 Z�S . As �D 4a3C27b2, we see that
.a=d4;b=d6/ is a ZS -point on the elliptic curve

4X3C27Y 2 D c:

A theorem of Siegel (proved in this case by Mordell) says that such a curve has only finitely
many points with coordinates in ZS .

The L-function of a modular form

Let f be a cusp form of weight 2k for �0.N /. By definition, it is invariant under z 7! zC1

and is zero at the cusp1, and so can be expressed

f .z/D
X
n�1

c.n/qn; q D e2�iz; c.n/ 2 C:

The L-function of f is the Dirichlet series

L.f;s/D
X

c.n/n�s; s 2 C:

A rather rough estimate shows that jc.n/j � Cnk for some constant C , and so this Dirichlet
series is convergent for <.s/ > kC1.

REMARK 4.3 Let f D
P
n�1 c.n/q

n be a cusp form. The Mellin transform of f (more
accurately, of the function y 7! f .iy/WR>0! C) is defined to be

g.s/D

Z 1
0

f .iy/ys
dy

y
:

Ignoring questions of convergence, we find that

g.s/D

Z 1
0

1X
nD1

c.n/e�2�nyys
dy

y
;

D

1X
nD1

c.n/

Z 1
0

e�t .2�n/�sts
dt

t
; t D 2�ny;

D .2�/�s� .s/

1X
nD1

c.n/n�s; � .s/
def
D

Z 1
0

ts�1e�tdt;

D .2�/�s� .s/L.f;s/:
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For the experts, the Mellin transform is the version of the Fourier transform appropriate for
the multiplicative group R>0.

Modular forms whose L-functions have a functional equations

Let ˛N D
�
0 �1

N 0

�
. Then

˛N

�
a b

c d

�
˛�1N D

�
0 �1

N 0

��
a b

c d

��
0 1=N

�1 0

�
D

�
d �c=N

�Nb a

�
;

and so conjugation by ˛N preserves �0.N /. Define

.wNf /.z/D .
p
Nz/2kf .�1=z/:

Then wN preserves S2k.�0.N // and w2N D 1. Therefore the only possible eigenvalues
for wN are ˙1, and S2k.�0.N // is a direct sum of the corresponding eigenspaces S2k D
SC1
2k
˚S�1

2k
.

THEOREM 4.4 (HECKE) Let f 2 S2k.�0.N // be a cusp form in the "-eigenspace for wN ,
where "D˙1. Then L.f;s/ extends analytically to a holomorphic function on the whole
complex plane, and

�.f;s/
def
DN s=2.2�/�s� .s/L.f;s/

satisfies the functional equation

�.f;s/D ".�1/k�.f;2k� s/:

PROOF. We sketch the proof (following Knapp 1992, Theorem 9.8).
Let f 2 S2k.�0.N //, and consider the function

'.�/D jf .�/j�k :

By studying its behaviour near the cusps, one shows ' is bounded on a fundamental domain
for �0.N /. It is also invariant under �0.N /, and so it is bounded on the whole of H (Knapp
1992, Lemma 9.6).

Let f D
P1
nD1 c.n/q

n be the q-expansion of f at the cusp1. Then

c.n/D

Z 1
2

� 1
2

f .�/e�2�in�d�:

We just showed that jf .�/j � B��k for some constant B , and so jc.n/j � B��ke2�n� for
all � > 0. On taking � D 1=n, we find that

jc.n/j � Cnk with C D Be2� :

Therefore
ˇ̌P

n�x c.n/
ˇ̌
� CxkC1, and so L.f;s/ converges for <.s/ > kC1.

Now assume that f is in the "-eigenspace for wN , i.e., that wNf D "f . When we write
this equality out, we obtain the following inversion law

f .i=N�/D "N ki2k�2kf .i�/:
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Recall (4.3) that .2�/�s� .s/L.s;f /D
R1
0 f .i�/�s d�

�
, and so

�.f;s/DN s=2

Z 1
0

f .i�/�s�1d�:

Because '.�/ is bounded on H, the integralZ 1
1=
p
N

f .i�/�s�1d�

converges for all s 2 C and defines an entire function. We rewrite �.f;s/ for <.s/ > kC1
as

�.f;s/DN s=2

Z 1=
p
N

0

f .i�/�s�1d�CN s=2

Z 1
1=
p
N

f .i�/�s�1d�:

When we replace � by .N�/�1 in the first term and apply the inversion law for f , we obtain
the formula

�.f;s/D "N .2k�s/=2i2k
Z 1
1=
p
N

f .i�/�2k�s�1d�CN s=2

Z 1
1=
p
N

f .i�/�s�1d�: (*)

This shows that �.f;s/ is entire. As � .s/ is nowhere zero, it follows that L.f;s/ is entire.
When we replace s with 2k� s in (*) and multiply by "i2k D ".�1/k , we obtain the formula

".�1/k�.f;2k� s/DN
s
2

Z 1
1=
p
N

f .i�/�s�1d�C

"N .2k�s/=2i2k
Z 1
1=
p
N

f .i�/�2k�s�1d�:

On comparing this (*), we obtain the required functional equation. 2

Thus we see that, for k D 2, L.f;s/ has exactly the functional equation we hope for the
L-function L.E;s/ of an elliptic curve E.

Modular forms whose L-functions are Euler products

Write

q

1Y
1

.1�qn/24 D
X

�.n/qn:

The function n 7! �.n/ is called the Ramanujan �-function. In 1916, Ramanujan made
two remarkable conjectures,7 namely,

(a) �.n/� n11=2�.n/, where �.n/ is the number of positive divisors of n, and

(b)
�

�.mn/D �.m/�.n/ if gcd.m;n/D 1I
�.p/ � �.pn/D �.pnC1/Cp11�.pn�1/ if p is prime and n� 1:

7Sarnak (lecture 2018) states that “the two conjectures changed the theory of modular forms and of number
theory in the 20th century in a very major way”, and he calls the conjecture that �.n/� n11=2�.n/ “one of the
most remarkable insights anyone ever had”.
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For a prime p, (a) says that j�.p/j � 2p11=2. Readers will recognize that this will
be true if �.p/ is the sum of two reciprocal roots of a polynomial “P11.T /” occurring
in the zeta function of an algebraic variety (see p. 160). Deligne’s proof of the Riemann
hypothesis for algebraic varieties over finite fields was inspired by a theorem of Rankin that
j�.n/j DO.n5:8/. In turn, Deligne deduced Ramanujan’s conjecture from his theorem.

Conjecture (b) was proved by Mordell in 1917 in a paper in which he introduced the first
examples of Hecke operators, which we now explain.

Consider a modular form f of weight 2k for �0.N / (for example, �D .2�/12q
Q
.1�

qn/24, which is a modular form of weight 12 for �0.1/), and write

L.f;s/D
X
n�0

c.n/n�s:

PROPOSITION 4.5 The Dirichlet series L.f;s/ has an Euler product expansion of the form

L.f;s/D
Y
pjN

1

1� c.p/p�s

Y
p−N

1

1� c.p/p�sCp2k�1�s

if (and only if)

.�/

8<:
c.mn/ D c.m/c.n/ if gcd.m;n/D 1I

c.p/ � c.pr/ D c.prC1/Cp2k�1c.pr�1/, r � 1, if p −N I
c.pr/ D c.p/r ; r � 1; if pjN:

PROOF. For a prime p not dividing N , let

Lp.s/D
X

c.pm/p�ms D 1C c.p/p�sC�� �C c.pm/.p�s/mC�� � :

By inspection, the coefficient of .p�s/m in the product

.1� c.p/p�sCp2k�1p�s/ � Lp.s/

is 1 if mD 0, 0 if mD 1, and

c.prC1/� c.p/c.pr/Cp2k�1c.pr�1/

if mD rC1� 2. Therefore

Lp.s/D
1

1� c.p/p�sCp2k�1�s

if and only if the second equation in (*) holds.
For a prime p dividing N , let

Lp.s/D
X

c.pr/p�rs:

A similar argument shows that

Lp.s/D
1

1� c.p/p�s

if and only if the third equation in (*) holds.
Let n 2 N factor as nD

Q
p
ri

i . Then the coefficient of .p�s/n in
Q
Lp.s/ is

Q
c.p

ri

i /,
which equals c.n/ if (*) holds. 2
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REMARK 4.6 The proposition says that L.f;s/ is equal to an Euler product of the above
form if and only if n 7! c.n/ is weakly multiplicative and if the c.pm/ satisfy a suitable
recurrence relation. Note that .�/, together with the normalization c.1/D 1, shows that the
c.n/ are determined by the c.p/ for p prime.

Hecke defined linear maps (the Hecke operators)

T .n/WS2k.�0.N //! S2k.�0.N //; n� 1;

and proved the following theorems.

THEOREM 4.7 The maps T .n/ have the following properties:
(a) T .mn/D T .m/T .n/ if gcd.m;n/D 1;

(b) T .p/ �T .pr/D T .prC1/Cp2k�1T .pr�1/ if p does not divide N ;

(c) T .pr/D T .p/r , r � 1 , pjN I

(d) all T .n/ commute.

We prove this in the next subsection.

THEOREM 4.8 Let f be a cusp form of weight 2k for �0.N / that is simultaneously an
eigenvector for all T .n/, say, T .n/f D �.n/f , and let

f .s/D

1X
nD1

c.n/qn; q D e2�is:

Then
c.n/D �.n/c.1/:

We prove this in the next subsection. Note that c.1/¤ 0, because otherwise c.n/D 0
for all n, and f D 0.

COROLLARY 4.9 Let f be as in Theorem 4.8, and normalize f so that c.1/D 1. Then

L.f;s/D
Y
pjN

1

1� c.p/p�s

Y
p−N

1

1� c.p/p�sCp2k�1�s
:

PROOF. According to Theorems 4.7 and 4.8, the c.n/ satisfy the condition (*) in Proposition
4.5. 2

EXAMPLE 4.10 Since S12.�0.1// has dimension 1, � must be an eigenform for all T .n/,
which implies (b) of Ramanujan’s conjecture.

Definition of the Hecke operators; proof of Theorems 4.7 and 4.8

We first define the Hecke operators for the full group �0.1/D SL2.Z/. Recall (p. 86) that
there are canonical bijections

L=C�$ �0.1/nM=C�$ �0.1/nH:

Moreover, the equation
f .z/D F.�.z;1//

defines a one-to-one correspondence between
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(a) functions F WL! C such that F.��/D ��2kF.�/; � 2 C�;

(b) functions f WH! C such that f .
z/D .czCd/2kf .z/, 
 D
�
a b
c d

�
.

We work first with L.
Let D be the free abelian group generated by the � 2 L; thus an element of D is a finite

sum X
n�Œ��; n� 2 Z, � 2 L,

and two such sums
P
n�Œ�� and

P
n0�Œ�� are equal if and only if n� D n0� for all �.

For n� 1, define maps

T .n/WD!D; Œ�� 7!
X

.�W�0/Dn

Œ�0�

R.n/WD!D; Œ�� 7! Œn��:

PROPOSITION 4.11 (a) T .mn/D T .m/ıT .n/ if gcd.m;n/D 1.

(b) T .pr/ıT .p/D T .prC1/CpR.p/ıT .pr�1/.

PROOF. (a) For a lattice �,

T .mn/Œ��D
X

Œ�00� (sum over �00, with .� W�00/Dmn/;

T .m/ıT .n/Œ��D
X

Œ�00� (sum over pairs .�0;�00/ with

.� W�0/D n, .�0 W�00/Dm/:

But if �00 is a lattice of index mn, then �=�00 is a commutative group of order mn with
gcd.m;n/D 1, and so has a unique subgroup of orderm. The inverse image of this subgroup
in � will be the unique lattice �0 ��00 such that .�0 W�00/Dm. Thus the two sums are the
same.

(b) For a lattice �,

T .pr/ıT .p/Œ��D
X

Œ�00� (sum over pairs .�0;�00/ with

.� W�0/D p; .�0 W�00/D pr/;

T .prC1/Œ��D
X

Œ�00� (sum over �00 with .� W�00/D prC1/;

pR.p/ıT .pn�1/Œ��D p �
X

R.p/Œ�0� (sum over �0 with

.� W�0/D pr�1/;

D p �
X

Œ�00� (sum over �00 � p� with

.p� W�00/D pr�1/:

Each of these is a sum of lattices �00 of index prC1 in �. Fix such a lattice �00, and let a be
the number of times that Œ�00� occurs in the first sum, and b the number of times it occurs in
the third sum. It occurs exactly once in the second sum, and so we have to prove that

aD 1Cpb:

There are two cases to consider.
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The lattice�00 is not contained in p�. In this case, bD 0, and a is the number of lattices
�0 such that .� W �0/D p and �0 � �00. Such lattices are in one-to-one correspondence
with the subgroups of �=p� of index p containing the image N�00 of �00 in �=p�. But
.� W p�/D p2 and �=p�¤ N�00 ¤ 0, and so there is only one such subgroup, namely N�00

itself. Therefore there is only one possible �0, namely p�C�00, and so aD 1.
The lattice �00 � p�. Here b D 1. Every lattice �0 of index p in � contains p�, hence

also�00, and the number of such�0 is the number of lines through the origin in�=p�� F2p ,
i.e., the number of points in P1.Fp/, which is pC1 as required. 2

COROLLARY 4.12 For all m and n,

T .m/ıT .n/D
X

d �R.d/ıT .mn=d2/

(the sum is over the positive divisors d of gcd.m;n/).

PROOF. Prove by induction on s that

T .pr/T .ps/D
X
i�r;s

pi �R.pi /ıT .prCs�2i /;

and then apply (a) of the proposition. 2

COROLLARY 4.13 Let H be the Z-subalgebra of End.D/ generated by the operators T .p/
and R.p/ with p prime; then H is commutative, and it contains T .n/ for all n.

PROOF. Obvious from the proposition. 2

Let F be a function L! C. We can extend F by linearity to a function F WD! C,

F
�X

n�Œ��
�
D

X
n�F.�/:

For any linear map T WD!D, we define T �F to be the function L!C such that T �F.�/D
F.T�/. For example,

.T .n/ �F /.�/D
X

.�W�0/Dn

F.�0/;

and if F.��/D ��2kF.�/, then

R.n/ �F D n�2kF:

PROPOSITION 4.14 If F WL! C has the property that F.��/D ��2kF.�/ for all �;�,
then so also does T .n/ �F , and

(a) T .mn/ �F D T .m/ �T .n/ �F if gcd.m;n/D 1;

(b) T .p/ �T .pr/ �F D T .prC1/ �F Cp1�2kT .pr�1/ �F .

PROOF. Immediate consequence of Proposition 4.11. 2

Now let f .z/ be a modular form of weight 2k, and let F be the associated function on
L. We define T .n/ �f to be the function on H associated with n2k�1 �T .n/ �F . Thus

.T .n/ �f /.z/D n2k�1.T .n/ �F /.�.z;1//:

Theorem 4.7 in the case N D 1 follows easily from the Proposition. To prove Theorem 4.8
we need an explicit description of the lattices of index n in a fixed lattice.

Write M2.Z/ for the ring of 2�2 matrices with coefficients in Z.
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LEMMA 4.15 Let A 2M2.Z/ have determinant n. Then there exists a U 2M2.Z/� such
that

UAD

�
a b

0 d

�
; ad D n; a � 1; 0� b < d:

Moreover, the integers a;b;d are uniquely determined.

PROOF. Let AD
�
a b
c d

�
, and let raCscD a0, where a0D gcd.a;c/� 1. Then gcd.r; s/D 1,

and so there exist e;f such that reC sf D 1. Now�
r s

�f e

��
a b

c d

�
D

�
a0 b0

c0 d 0

�
and det

� r s
�f e

�
D 1. Now apply the appropriate elementary row operations to get UA into

upper triangular form. For the uniqueness, note that multiplication by such a U does not
change the greatest common divisor of the entries in any column, and so a is uniquely
determined. Now d is uniquely determined by the equation ad D n, and b is obviously
uniquely determined modulo d . 2

For the lattice �.z;1/, the sublattices of index n are exactly the lattices �.azCb;d/,
where .a;b;d/ runs through the triples in the lemma. Therefore

.T .n/ �f /.z/D n2k�1
X
a;b;d

d�2kf
�azCb

d

�
;

where the sum is over the same triples. On substituting this into the q-expansion

f D
X
m�1

c.m/qm

one finds (after a little work) that

T .n/ �f D c.n/qC�� � :

Therefore, if T .n/ �f D �.n/f , then

�.n/c.1/D c.n/:

This proves Theorem 4.8 in the case N D 1.
When N ¤ 1, the theory of the Hecke operators is much the same, only a little more

complicated. For example, instead of L, one must work with the set of pairs .�;S/,
where � 2 L and S is a cyclic subgroup of order N in C=�. This is no problem for
the T .n/ with gcd.n;N /D 1, but the T .p/ with pjN have to be treated differently.8 For
example, Proposition 4.14b holds only for the p that do not divide N ; if p divides N , then
T .pr/ �F D T .p/r �F , r � 1:

It follows from Corollary 4.9 that the problem of finding cusp forms f whoseL-functions
have Euler product expansions becomes a problem of finding simultaneous eigenforms for
the linear maps T .n/WS2k.�0.N //! S2k.�0.N //. Hecke was unable to do this because he
lacked the spectral theorem.

8In the literature, T .p/ with pjN is sometimes denoted by U.p/.
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Linear algebra: the spectral theorem

Recall that a hermitian form on a vector space V is a mapping h ; iWV �V ! C such that
hv;wi D hw;vi and h ; i is linear in one variable and conjugate-linear in the other. Such a
form is said to be positive definite if hv;vi> 0 whenever v ¤ 0. A linear map ˛WV ! V is
self-adjoint (or hermitian) relative to h ; i if

h˛v;wi D hv;˛wi; all v;w:

THEOREM 4.16 (SPECTRAL THEOREM) Let V be a finite-dimensional complex vector
space with a positive definite hermitian form h ; i.

(a) Every self-adjoint linear map ˛WV ! V is diagonalizable, i.e., V is a direct sum of
eigenspaces for ˛.

(b) Let ˛1;˛2; : : : be a sequence of commuting self-adjoint linear maps V ! V ; then V
has a basis of consisting of vectors that are eigenvectors for all ˛i .

PROOF. (a) Because C is algebraically closed, ˛ has an eigenvector e1. Let V1 be .Ce1/?.
Then V1 is stable under ˛, and so contains an eigenvector e2. Let V2 D .Ce1˚Ce2/?, and
so on.

(b) We know that V D
L
V.�i /, where the �i are the distinct eigenvalues of ˛1. Because

˛2 commutes with ˛1, it stabilizes each V.�i /, and so each V.�i / can be decomposed into a
direct sum of eigenspaces for ˛2. Continuing in this fashion, we arrive at a decomposition
V D

L
Vj such that each ˛i acts as a scalar on each Vj . Choose a basis for each space Vj ,

and take their union. 2

This suggests that we should look for a hermitian form on S2k.�0.N // for which the
T .n/ are self-adjoint.

The Petersson inner product

As Beltrami pointed out, the unit disk f.x;y/ 2 R2 j x2C y2 < 1g forms a model for
hyperbolic geometry: if one defines a “line” to be a segment of a circle orthogonal to the
circumference of the disk, angles to be the usual angles, and distances in terms of cross-
ratios, one obtains a geometry that satisfies all the axioms for Euclidean geometry except
that, given a point P and a line `, there exist more than one line through P not meeting
`. The map z 7! z�i

zCi
sends the upper half-plane f.x;y/ 2 R2 j y > 0g isomorphically

onto the unit disk, and, being fractional-linear, maps circles and lines to circles and lines
(collectively, not separately) and preserves angles. Therefore the upper half-plane is also
a model for hyperbolic geometry. The group of transformations of the upper half-plane
preserving distances and orientation is PSL2.R/

def
D SL2.R/=f˙I g, which therefore plays

the same role as the group of orientation preserving affine transformations of the Euclidean
plane. The next proposition shows that the measure �.U /D

’
U
dxdy

y2 is invariant under
transformations in PSL2.R/, and therefore plays the same role as the measure

’
U dxdy on

sets in the Euclidean plane.9

9Poincaré studied the geometry of the upper half plane equipped with its metric dxdy
y2 ; for this reason, both

the half plane and the metric are often named after him.
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PROPOSITION 4.17 For a subset U of the upper half-plane, let

�.U /D

“
U

dxdy

y2
I

then �.
U /D �.U / for all 
 2 SL2.R/.

PROOF. If 
 D
�
a b

c d

�
, then

d


dz
D

1

.czCd/2
; =.
z/D

=.z/

jczCd j2
:

The next lemma shows that


�.dxdy/D

ˇ̌̌̌
d


dz

ˇ̌̌̌2
dxdy (z D xC iy/;

and so


�
�
dxdy

y2

�
D
dxdy

y2
:

2

LEMMA 4.18 For a holomorphic function w.z/, the map z 7! w.z/ multiplies areas by
jw0.z/j2.

PROOF. Write w.z/D u.x;y/C iv.x;y/, so that z 7! w.z/ is the map

.x;y/ 7! .u.x;y/;v.x;y//;

whose jacobian is ˇ̌̌̌
ux vx
uy vy

ˇ̌̌̌
D uxvy �vxuy :

On the other hand, w0.z/D uxC ivx , so that

jw0.z/j2 D u2xCv
2
x :

The Cauchy–Riemann equations state that ux D vy and vx D�uy , and so the two expres-
sions agree. 2

If f and g are modular forms of weight 2k for �0.N /, then

f .z/ �g.z/y2k

is invariant under SL2.R/, which suggests defining

hf;gi D

“
D

f Ngy2k
dxdy

y2

for D a fundamental domain for �0.N / — the above discussion shows that, assuming the
integral converges, hf;gi will be independent of the choice of D.



206 Chapter V. Elliptic Curves and Modular Forms

THEOREM 4.19 (PETERSSON) The above integral converges provided at least one of f or
g is a cusp form. It therefore defines a positive definite hermitian form on the vector space
S2k.�0.N // of cusp forms. The Hecke operators T .n/ are self-adjoint for all n relatively
prime to N .

PROOF. That the integral converges if f is a cusp form follows from the fact that jf .�/j�k

is bounded on the whole of H (see the proof of 4.4). The self-adjointness of the Hecke
operators follows from a lengthy direct calculation (see Knapp 1992, 8.22, 9.18). 2

On putting the theorems of Hecke and Petersson together, we find that there exists a
decomposition

S2k.�0.N //D
L
Vi

of S2k into a direct sum of orthogonal subspaces Vi , each of which is a simultaneous
eigenspace for all T .n/ with gcd.n;N / D 1. The T .p/ for pjN stabilize each Vi and
commute, and so there does exist at least one f in each Vi that is also an eigenform for the
T .p/ with pjN . If we scale f so that c.1/D 1, and write f D qC

P
n�2 c.n/q

n, then

L.f;s/D
Y
pjN

1

1� cpp�s

Y
p−N

1

1� c.p/p�sCp2k�1�2s
:

The operator wN is self-adjoint for the Petersson product, and commutes with T .n/ if
gcd.n;N /D 1, and so each space Vi decomposes into orthogonal eigenspaces

Vi D V
C1
i ˚V �1i

for wN . Unfortunately, wN does not commute with the T .p/ if pjN , and so the decomposi-
tion is not necessarily stable under these T .p/. Thus, the above results do not imply that
there is even one f that is simultaneously an eigenvector for wN (and hence has a functional
equation by 4.4) and for all T .n/ (and hence is equal to an Euler product 4.9).

New forms: the theorem of Atkin and Lehner

The problem left in the last section has a simple remedy. If M jN , then �0.M/� �0.N /,
and so S2k.�0.M// � S2k.�0.N //. Recall that N appears in the functional equation for
L.f;s/, and so it is not surprising that we run into trouble when we mix f of “level” N with
f that are really of level M jN , M <N .

The way out of the problem is to say that a cusp form lying in some subspace S2k.�0.M//,
M jN , M <N , is old. The old forms form a subspace S old

2k
.�0.N // of S2k.�0.N // whose

orthogonal complement S new
2k

.�0.N // is called the space of new forms. It is stable under
all the operators T .n/ and wN , and so S new

2k
decomposes into a direct sum of orthogonal

subspaces Wi ,
S new
2k .�0.N //D

L
Wi ;

each of which is a simultaneous eigenspace for all T .n/ with gcd.n;N /D 1. Since the T .p/
for pjN and wN each commute with the T .n/ for gcd.n;N /D 1, each stabilizes each Wi .

THEOREM 4.20 (ATKIN–LEHNER 1970) The spaces Wi in the above decomposition all
have dimension 1.



5. Statement of the main theorems 207

It follows that each Wi is also an eigenspace for wN and T .p/, pjN . Each Wi contains
(exactly) one cusp form f whose q-expansion is of the form qC

P
n�2 c.n/q

n. For this
form, L.f;s/ has an Euler product expansion, and �.f;s/ satisfies a functional equation

�.f;s/D "�.f;2� s/;

where " D ˙1 is the eigenvalue of wN acting on Wi . If the c.n/ 2 Z, then �.f;s/ is a
candidate for being the L-function of an elliptic curve E over Q.

REMARK 4.21 Once the Hecke–Petersson theory had been developed, Ramanujan’s con-
jecture had an obvious generalization. Let f 2 Snew

2k
.�0.N // be a simultaneous eigenform

for the operators T .n/ with n prime to N , and write f D
P
n�1 c.n/q

n with q D e2�is .
Normalize f so that c.1/D 1. The Ramanujan–Petersson conjecture states that

japj � 2 �p
.2k�1/=2:

In other words, the roots of the polynomial

T 2�apT Cp
2k�1

have absolute value p.2k�1/=2.
Deligne (1971) showed that the roots of the above polynomial occur as the eigenvalues

of the Frobenius operator acting on theH 2k�1 of a nonsingular projective variety over Fp .10

Therefore, the Ramanujan–Petersson conjecture follows from the Riemann hypothesis for
the variety, proved in Deligne 1974.

5 Statement of the main theorems

Recall that to an elliptic curveE over Q, we have attached anL-functionL.E;s/D
P
ann
�s

that (a) has coefficients an 2Z, (b) can be expressed as an Euler product, and (c) conjecturally
satisfies a functional equation (involving the conductorN ofE). Moreover, isogenous elliptic
curves have the same L-function (4.1). We therefore have a map

felliptic curves over Q up to isogenyg
E 7!L.E;s/
��������! fDirichlet seriesg.

As noted earlier, Faltings (1983) shows that this map is injective: two elliptic curves are
isogenous if they have the same L-function.

PROBLEM 5.1 Describe the collection of Dirichlet functions arising from elliptic curves
over Q.

The theory of Hecke and Petersson, together with the theorem of Atkin and Lehner,
shows that the subspace S new

2 .�0.N //� S2.�0.N // of new forms decomposes into a direct
sum

S new
2 .�0.N //D

L
Wi

of one-dimensional subspaces Wi that are simultaneous eigenspaces for all the Hecke
operators T .n/ with gcd.n;N / D 1. Because they have dimension 1, each Wi is also an

10Under some restrictive hypotheses, but “the general case is not much more difficult,” according to Deligne
1974, p. 302.
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eigenspace for wN and for the T .p/ with pjN . An element of one of the subspaces Wi , i.e.,
a simultaneous eigenforms in S new

2 .�0.N //, is traditionally called a newform, and we shall
adopt this terminology.

In each Wi there is exactly one form fi D
P
c.n/qn with c.1/D 1 (said to be normal-

ized). Because fi is an eigenform for all the Hecke operators, it has an Euler product, and
because it is an eigenform for wN , it satisfies a functional equation (involving N ). If the
c.n/ are11 in Z, then L.fi ; s/ is a candidate for being the L-function of an elliptic curve
over Q.

THEOREM 5.2 (EICHLER–SHIMURA) Let f D
P
c.n/qn be a normalized newform for

�0.N / of weight 2. If all c.n/ 2 Z, then there exists an elliptic curve Ef of conductor N
such that L.Ef ; s/D L.f;s/.

The early forms of the theorem (in the articles of Eichler and Shimura), were less precise
— in particular, they predate the work of Atkin and Lehner in which newforms were defined.

The theorem of Eichler–Shimura has two parts: given f , construct the curve Ef (up to
isogeny); having constructed Ef , prove that L.Ef ; s/D L.f;s/. We discuss the proofs of
the two parts in Sections 6 and 7 below.

DEFINITION 5.3 An elliptic curve E over Q is said to be modular of level N if its L-
function L.E;s/ is the L-function L.f;s/ of a normalized newform f of weight 2 for some
�0.N /.12

To complete the correspondence between elliptic curves over Q and normalized new-
forms of weight 2, we need to determine which elliptic curves are modular. Weil (1967)
surprised everyone by proving that they all are if their L-functions have sufficiently good
functional equations, i.e., satisfy a strong form of the Hasse–Weil conjecture.

Recall that a Dirichlet character with modulus m is a homomorphism

�W.Z=mZ/�! C�:

We extend � to a map Z! C by setting

�.n/D

�
�.n modm/ if n is relatively prime to m;
0 otherwise.

Let L.s/ D
P
ann
�s be an L-function, and let N and k be positive integers. For a

Dirichlet character � with modulus m prime to N , let

L�.s/D
X

�.n/ann
�s; ��.s/D

� m
2�

��s
� .s/L�.s/:

Weil proved, under some mild hypotheses on L.s/, that if the functions ��.s/, where � runs
over the Dirichlet characters � with modulus prime to N , satisfy certain functional equations

11In the next section, we shall see that the c.n/ automatically lie in some finite extension of Q, and that if
they lie in Q then they lie in Z

12This is equivalent to the earlier defnition p. 165. Given a nonconstant map X0.N /! E over C, the
canonical differential one-form on E pulls back to a differential one-form on X0.N /, which corresponds to
a modular form f . The Eichler–Shimura theorem shows that the zeta function of E is L.f;s/. Conversly,
suppose that the zeta function of E equals L.f;s/ with f as above. From f , we get an elliptic curve Ef and a
nonconstant map X0.N /!Ef over Q (see �6). The elliptic curve Ef has the same zeta function as E, and so
is isogenous to it by the theorem of Faltings.
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relating ��.s/ and ��.2k� s/, then L.s/D L.f;s/ for some newform f of weight 2k for
�0.N /.

Now consider an elliptic curve E over Q with conductor N . Recall that the Hasse–Weil
conjecture (10.3) asserts that the L-function of E satisfies a functional equation relating
�.E;s/ and �.E;2� s/. Weil made the more precise conjecture “on certain theoretical
grounds” that this is also true for the modifiedL-functions��.s/. Together with his theorem,
this conjecture implies the following conjecture.

CONJECTURE 5.4 Let E be an elliptic curve over Q with conductor N . Then the L-
function L.E;s/ equals L.f;s/ for some newform f of weight 2 for �0.N /; in particular,
E is modular.

Weil did not state 5.4 as a conjecture, but rather “recommended it to the interested
reader as an exercise”. Ogg, in his review of the article, referred to it as a “rather startling”
conjecture.

For several years, Conjecture 5.4 was referred to as Weil’s conjecture. Then it was noted
that, in a set of problems circulated in Japanese at a 1955 conference,13 Taniyama had asked
in rather vague form,14 whether every elliptic curve over a number field is modular, and
so his name was added to the conjecture. It then transpired that Shimura, in conversation
with various mathematicians, had conjectured that all elliptic curves over Q are modular,
and so his name was also added. After a campaign by Serge Lang, some authors dropped
Weil’s name, and it became known as the Shimura–Taniyama conjecture. More recently,
mathematicians have referred to it as the modularity conjecture (now theorem).

Whatever the history, it was Weil’s article that brought the conjecture to the attention
of the wider mathematical community, provided the first persuasive evidence for it, and
included the coincidence of the conductor of E with the level of f in the statement. The last
assertion made it possible to test the conjecture numerically: for a given N , list the (finitely
many) f for �0.N /, list the (finitely many) isogeny classes of elliptic curves over Q with
conductor N , and check that the lists agree.

In lectures in 1985, Frey suggested that the elliptic curve in II, 3.4, defined by a coun-
terexample to Fermat’s Last Theorem, has properties that are “so excellent that one suspects
that such a curve cannot exist”; in particular, it should not be modular (Frey 1986). This
encouraged Serre to rethink some old conjectures of his, and formulate two conjectures, one
of which implies that Frey’s curve is indeed not modular. In 1986, Ribet proved sufficient of
Serre’s conjectures to be able to show that Frey’s curve cannot be modular. We shall discuss
this work in Section 9.

Thus, at this stage (1986) it was known that Conjecture 5.4 for elliptic curves over Q
implies Fermat’s Last Theorem, which inspired Wiles to attempt to prove the conjecture.
After a premature announcement in 1993, Wiles proved in 1994 (with the help of R. Taylor)

13The conference in question was the famous 1955 Tokyo-Nikko conference on algebraic number theory.
It was attended by most of the leading Western algebraic number theorists (Artin, Chevalley, Deuring, Néron,
Serre, Weil, . . . ) as well as the new generation of young Japanese mathematicians (Iwasawa, Kubota, Nakayama,
Satake, Shimura, Taniyama, . . . ).

14“Let C be an elliptic curve defined over an algebraic number field k, and LC .s/ the L-function of C over
k in the sense that �C .s/D �k.s/�k.s� 1/=LC .s/ is the zeta function of C over k. If Hasse’s conjecture is
true for �C .s/, then the Fourier series obtained from LC .s/ by the inverse Mellin transformation must be an
automorphic form of dimension �2 of a special type (see Hecke). If so, it is very plausible that this form is an
elliptic differential of the field of associated automorphic functions. Now, going through these observations
backwards, is it possible to prove Hasse’s conjecture by finding a suitable automorphic form from which LC .s/
can be obtained?”
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that all semistable elliptic curves over Q, in particular, the Frey curve, are modular. Recall
that semistable just means that the curve does not have cuspidal reduction at any prime. In a
series of articles, Breuil, Conrad, Diamond, and Taylor improved the result so that it now
says that all elliptic curves E over Q is modular. In other words, the map

f 7!Ef W ff g ! fE over Qg=�

is surjective. This is the modularity theorem. We shall discuss the strategy of Wiles’s proof
in Section 8.

6 How to get an elliptic curve from a cusp form

Not long after Leibniz and Newton had developed calculus, mathematicians15 discovered
that they could not evaluate integrals of the formZ

dxp
f .x/

;

where f .x/ 2 RŒx� is a cubic or quartic polynomial without a repeated factor. In fact, such
an integral cannot be evaluated in terms of elementary functions. Thus, they were forced to
treat them as new functions and to study their properties. For example, Euler showed thatZ t1

a

dxp
f .x/

C

Z t2

a

dxp
f .x/

D

Z t3

a

dxp
f .x/

;

where t3 is a rational function of t1; t2. The explanation for this lies with elliptic curves.
Consider the elliptic curve Y 2 D f .X/ over R, and the differential one-form ! D

1
y
dxC 0dy on R2. As we learn in calculus, to integrate ! over a segment of the elliptic

curve, we should parameterize the curve. Assume that the segment 
.a; t/ of the elliptic
curve over the closed interval Œa; t � in the x-axis can be smoothly parameterized by x. Thus
x 7! .x;

p
f .x// maps the interval Œa; t � smoothly onto the segment 
.a; t/, andZ


.a;t/

dx

y
D

Z t

a

dxp
f .x/

:

Hence, the elliptic integral can be regarded as an integral over a segment of an elliptic curve.
A key point, which will be explained shortly, is that the restriction of ! toE is translation

invariant, i.e., if tQ denotes the map P 7! P CQ on E, then t�Q! D ! (on E). HenceZ

.a;t/

! D

Z

.aCx.Q/;tCx.Q//

!

for all Q 2E.R/ (here x.Q/ is the x-coordinate of Q). Now Euler’s theorem becomes the
statement Z


.a;t1/

!C

Z

.a;t2/

! D

Z

.a;t1/

!C

Z

.t1;t3/

! D

Z

.a;t3/

!

where t3 is determined by

.t2;
p
f .t2//� .a;

p
f .a//C .t1;

p
f .t1//D .t3;

p
f .t3//

(difference and sum for the group structure on E.R/).
In this way, the study of elliptic integrals leads to the study of elliptic curves.

15In 1655, Wallis attempted to compute the length of an arc of an elliptic curve, and found such integrals,
which became known as elliptic integrals. The literature on elliptic integrals and their history is vast.
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Differential one-forms on elliptic curves

Consider an elliptic curve

E W Y 2Z DX3CaXZ2CbZ3; a;b 2 C; �¤ 0:

As E has genus 1, the holomorphic differential one-forms on it form a vector space of
dimension 1. This vector space is generated by ! D dx

2y
(more accurately, by the restriction

to Eaff.C/ of 1
2y
dxC0dy on C2). Note that, on Eaff;

2ydy D .3x2Ca/dx;

and so
dx

2y
D

dy

3x2Ca

where both are defined. As �¤ 0, the functions 2y and 3x2Ca have no common zero, and
so ! is holomorphic on Eaff. One can check that it also holomorphic at the point at infinity.
For any Q 2E.C/, the translate t�Q! of ! is also holomorphic, and so t�Q! D c! for some
c 2 C. Now Q 7! cWE.C/! C is a holomorphic function on C, and all such functions are
constant (see III, 2.2). Since the function takes the value 1 when Q D 0, it is 1 for all Q,
and so ! is invariant under translation. Alternatively, one can simply note that the inverse
image of ! under the map (III, 3.7)

.x;y/ 7! .}.z/;}0.z//; CX�!Eaff.C/

is
d}.z/

2}0.z/
D
dz

2
;

which is clearly translation invariant on C because d.zC c/D dz.

The jacobian variety of a Riemann surface

Consider an elliptic curve E over C and a nonzero holomorphic differential one-form !. We
choose a point P0 2E.C/ and try to define a map

P 7!

Z P

P0

!WE.C/! C:

This is not well-defined because the value of the integral depends on the path we choose
from P0 to P — nonhomotopic paths may give different answers. However, if we choose a
basis f
1;
2g for H1.E.C/;Z/ (equivalently, a basis for �1.E.C/;P0/), then the integral is
well-defined modulo the lattice � in C generated byZ


1

!;

Z

2

!:

In this way, we obtain an isomorphism

P 7!

Z P

P0

!WE.C/! C=�:
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Note that this construction is inverse to that in III, �3.
Jacobi and Abel made a similar construction for any compact Riemann surface X .

Suppose that X has genus g, and let !1; : : : ;!g be a basis for the vector space ˝1.X/ of
holomorphic one-forms on X . Choose a point P0 2X . Then there is a smallest lattice � in
Cg such that the map

P 7!

 Z P

P0

!1; : : : ;

Z P

P0

!g

!
WX ! Cg=�

is well-defined. By a lattice in Cg , we mean the free Z-submodule of rank 2g generated by
a basis for Cg regarded as a real vector space. The quotient Cg=� is a complex manifold,
called the jacobian variety Jac.X/ of X , which can be regarded as a higher-dimensional
analogue of C=�. Note that it is has a commutative group structure.

We can make the definition of Jac.X/ more canonical. Let ˝1.X/_ be the dual of
˝1.X/ as a complex vector space. For each 
 2H1.X;Z/,

! 7!

Z



!

is an element of ˝1.X/_, and in this way we obtain an injective homomorphism

H1.X;Z/ ,!˝1.X/_;

which one can prove identifies H1.X;Z/ with a lattice in ˝1.X/_. Define

Jac.X/D˝1.X/_=H1.X;Z/:

When we fix a P0 2X , every P 2X defines an element

! 7!

Z P

P0

! modH1.X;Z/

of Jac.X/, and so we get a map X ! Jac.X/. The choice of a different P0 changes the map
by a translation.

Construction of the elliptic curve over C

We apply the above theory to the Riemann surfaceX0.N /. Let � be the map � WH!X0.N /

(not quite onto). For every ! 2˝1.X0.N //, ��! equals fdz with f 2 S2.�0.N //, and
the map ! 7! f is a bijection

˝1.X0.N //! S2.�0.N //

(see 3.3). The Hecke operator T .n/ acts on S2.�0.N //, and hence on the vector space
˝1.X0.N // and its dual.

PROPOSITION 6.1 There is a canonical action of T .n/ on H1.X0.N /;Z/, which is com-
patible with the map H1.X0.N /;Z/!˝1.X0.N //

_. In other words, the action of T .n/
on ˝1.X0.N //_ stabilizes its sublattice H1.X0.N /;Z/, and therefore induces an action on
the quotient Jac.X0.N //.
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PROOF. One can give an explicit set of generators for H1.X0.N /;Z/, explicitly describe
an action of T .n/ on them, and then explicitly verify that this action is compatible with the
map H1.X0.N /;Z/!˝1.X0.N //

_. Alternatively, as we discuss in the next section, there
are more geometric reasons why the T .n/ should act on Jac.X0.N //. 2

REMARK 6.2 From the action of T .n/ on H1.X0.N /;Z/ � Z2g we get a characteristic
polynomial P.Y / 2 ZŒY � of degree 2g. What is its relation to the characteristic polynomial
Q.Y / 2 CŒY � of T .n/ acting on ˝1.X/_ � Cg? The obvious guess is that P.Y / is the
product of Q.Y / with its complex conjugate Q.Y /. The proof that this is so is an exercise
in linear algebra. See the next section (7.9).

Now let f D
P
c.n/qn be a normalized newform for �0.N / with c.n/ 2 Z. The map

˛ 7! ˛.f /W˝1.X0.N //
_
! C

identifies C with the largest quotient of ˝1.X0.N //_ on which each T .n/ acts as multipli-
cation by c.n/. The image of H1.X0.N /;Z/ is a lattice �f , and we set Ef D C=�f — it
is an elliptic curve over C. Note that we have constructed maps

X0.N /! Jac.X0.N //!Ef

such that the inverse image of the differential one-form on Ef represented by dz is the
differential one-form on X0.N / represented by fdz.

Construction of the elliptic curve over Q

We briefly explain why the above construction in fact gives an elliptic curve over Q. There
will be a few more details in the next section.

For a compact Riemann surface X , we defined

Jac.X/D˝1.X/_=H1.X;Z/� Cg=�; g D genusX:

This is a complex manifold, but as in the case of an elliptic curve, it is possible to construct
enough functions on it to embed it into projective space, and so realize it as a projective
algebraic variety.

Now suppose that X is a nonsingular projective curve over an field k. Weil showed (as
part of the work mentioned on p. 159) that it is possible to attach to X a projective algebraic
variety Jac.X/ over k, which, in the case k D C becomes the variety defined in the last
paragraph. There is again a map X ! Jac.X/, well-defined up to translation by the choice
of a point P0 2X.k/. The variety Jac.X/ is an abelian variety, i.e., not only is it projective,
but it is equipped with a group structure given by regular maps.

In particular, there is such a variety attached to the curve X0.N / defined in Section
2. Moreover (see the next section), the Hecke operators T .n/ define endomorphisms
of Jac.X0.N //. Because it has an abelian group structure, every integer m defines an
endomorphism of Jac.X0.N //, and we defineEf to be the largest “quotient” of Jac.X0.N //
on which T .n/ and c.n/ agree for all n relatively prime to N . One can prove that this
operation of “passing to the quotient” commutes with change of the ground field, and so in
this way we obtain an elliptic curve over Q that becomes equal over C to the curve defined
in the last subsection. On composing X0.N /! Jac.X0.N // with Jac.X0.N //! Ef we
obtain a map X0.N /!Ef . More precisely, we have the following statement.
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THEOREM 6.3 Let f D
P
c.n/qn be a newform in S2.�0.N //, normalized to have c.1/D

1, and assume that all c.n/2Z. Then there exists an elliptic curveEf and a map ˛WX0.N /!
Ef with the following properties:

(a) ˛ factors uniquely through Jac.X0.N //,

X0.N /! Jac.X0.N //!Ef ;

and the second map realizes Ef as the largest quotient of Jac.X0.N // on which the
endomorphisms T .n/ and c.n/ of Jac.X0.N // agree;

(b) the inverse image of any invariant differential one-form! onEf under H!X0.N /!

Ef is a nonzero rational multiple of fdz.

7 Why the L-function of Ef agrees with the L-function of f

In this section we sketch a proof of the identity of Eichler and Shimura relating the Hecke
correspondence T .p/ to the Frobenius map at p, and hence the L-function of f to the
L-function of Ef .

The ring of correspondences of a curve

Let X and X 0 be projective nonsingular curves over a perfect field k.
A correspondence T between X and X 0, written T WX `X 0, is a pair of finite surjective

regular maps

X
˛
 Y

ˇ
!X 0:

It can be thought of as a many-valued map X ! X 0 sending a point P 2 X.k/ to the set
fˇ.Qi /g where the Qi run through the elements of ˛�1.P / (the Qi need not be distinct).
Better, recall that Div.X/ is the free abelian group on the set of points of X , so that an
element of Div.X/ is a finite formal sum

D D
X

nP ŒP �; nP 2 Z; P 2X.k/:

A correspondence T then defines a map

Div.X/! Div.X 0/; ŒP � 7!
X
i

Œˇ.Qi /�

(notation as above). This map multiplies the degree of a divisor by deg.˛/. It therefore sends
the divisors of degree zero onX into the divisors of degree zero onX 0, and one can show that
it sends principal divisors to principal divisors. Hence it defines a map T WJ.X/! J.X 0/,
where

J.X/
def
D
�
Div0.Xkal/=f principal divisorsg

�Gal.kal=k/
:

We define the ring of correspondences A.X/ onX to be the subring of End.J.X// generated
by the maps defined by correspondences.

If T is the correspondence

X
ˇ
 Y

˛
!X;

then the transpose T tr of T is the correspondence

X
˛
 Y

ˇ
!X:
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A morphism ˛WX !X 0 can be thought of as a correspondence

X  � !X 0

where � � X �X 0 is the graph of ˛ and the maps are the projections. The transpose of a
morphism ˛ is the many valued map P 7! ˛�1.P /.

REMARK 7.1 Let U and U 0 be the curves obtained from X and X 0 by removing a finite
number of points. Then a regular map ˛WU ! U 0 extends uniquely to a regular map
N̨ WX !X 0: take N̨ to be the regular map whose graph is the closure of the graph of ˛ (see
4.19). On applying this remark twice, we see that a correspondence U `U 0 extends uniquely
to a correspondence X `X 0. It follows that two correspondences X `X 0 are equal if they
are equal as correspondences of sets U.kal/ ` U 0.kal/.

REMARK 7.2 Let
X

˛
 Y

ˇ
!X 0:

be a correspondence T WX ` X 0. For any regular function f on X 0, we define T .f / to be
the regular function P 7!

P
f .ˇQi / on X (notation as above). Similarly, T will define a

homomorphism ˝1.X 0/!˝1.X/.

The Hecke correspondence

For p −N , the Hecke correspondence T .p/WY0.N /! Y0.N / is defined to be

Y0.N /
˛
 Y0.pN/

ˇ
! Y0.N /;

where ˛ is the obvious projection map and ˇ is the map induced by z 7! pzWH!H.
On points, it has the following description. Recall that a point of Y0.pN/ is represented

by a pair .E;S/, where E is an elliptic curve and S is a cyclic subgroup of E of order pN .
Because p −N , every such subgroup decomposes uniquely into subgroups of order N and
p, S D SN �Sp . The map ˛ sends the point represented by .E;S/ to the point represented
by .E;SN /, and ˇ sends it to the point represented by .E=Sp;S=Sp/. Since Ep has pC1
cyclic subgroups, the correspondence is 1 W pC1.

The unique extension of T .p/ to a correspondence X0.N /!X0.N / acts on

˝1.X0.N //D S2.�0.N //

as the Hecke correspondence defined in Section 4. This description of T .p/, p −N , makes
sense, and is defined on, the curve X0.N / over Q. Similar remarks apply to the T .p/ for
pjN .

The Frobenius map

Let C be a curve defined over the algebraic closure F of Fp. If C is defined by equationsX
ai0i1���X

i0
0 X

i1
1 � � � D 0;

then we let C .p/ be the curve defined by the equationsX
a
p
i0i1���

X
i0
0 X

i1
1 � � � D 0;
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and we let the Frobenius map 'pWC ! C .p/ send the point .b0 W b1 W b2 W : : :/ to .bp0 W b
p
1 W

b
p
2 W : : :/. If C is defined over Fp, then C D C .p/ and 'p is the Frobenius map defined

earlier.
Recall that a nonconstant morphism ˛WC!C 0 of curves defines an inclusion ˛�Wk.C 0/ ,!

k.C / of function fields, and that the degree of ˛ is defined to be Œk.C / W ˛�k.C 0/�. The map
˛ is said to be separable or purely inseparable according as k.C / is a separable or purely
inseparable extension of ˛�k.C 0/. If the separable degree of k.C / over ˛�k.C 0/ is m, then
the map C.kal/! C 0.kal/ is m W 1 except over the finite set where it is ramified.

PROPOSITION 7.3 The Frobenius map 'pWC ! C .p/ is purely inseparable of degree p,
and every purely inseparable map 'WC ! C 0 of degree p (of complete nonsingular curves)
factors as

C
'p

�! C .p/
'
�! C 0:

PROOF. For C D P1, this is obvious, and the general case follows because F.C / is a
separable extension of F.T /. See Silverman 2009, II, 2.12, for the details. 2

Brief review of the points of order p on elliptic curves

Let E be an elliptic curve over an algebraically closed field k. The map pWE!E (multipli-
cation by p) is of degree p2. If k has characteristic zero, then the map is separable, which
implies that its kernel has order p2. If k has characteristic p, the map is never separable:
either it is purely inseparable (and so E has no points of order p) or its separable and
inseparable degrees are both p (and so E has p points of order dividing p). The first case
occurs for only finitely many values of j .

The Eichler–Shimura relation

The curve X0.N / and the Hecke correspondence T .p/ are defined over Q. For almost all
primes p −N , X0.N / will reduce to a nonsingular curve QX0.N /.16 For such a good prime
p, the correspondence T .p/ defines a correspondence QT .p/ on QX0.N /.

THEOREM 7.4 For a prime p where X0.N / has good reduction,

QT .p/D 'pC'
tr
p :

(Equality in the ring A. QX0.N // of correspondences on QX0.N / over the algebraic closure F
of Fp.)

PROOF. According to 7.1, it suffices to show that they agree as correspondences of sets
U.Qal

p / ` U.Qal
p / for some open subset U of X0.N /.

Over Qal
p we have the following description of T .p/ (see above): a point P on Y0.N / is

represented by a homomorphism of elliptic curves ˛WE!E 0 with cyclic kernel of order N ;
let S0; : : : ;Sp be the subgroups of order p in E; then Tp.P /D fQ0; : : : ;Qpg, where Qi is
represented by E=Si !E 0=˛.Si /.

Consider a point QP on QX0.N / with coordinates in F — by Hensel’s lemma it will lift to
a point on X0.N / with coordinates in Qal

p . Ignoring a finite number of points of QX0.N /, we

16In fact, it is known that X0.N / has good reduction for all primes p −N , but this is hard to prove. It is easy
to see that X0.N / has bad reduction at the primes dividing N .
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can suppose QP 2 QY0.N / and hence is represented by a map Q̨ W QE! QE 0, where ˛WE!E 0

has cyclic kernel of order N . By ignoring a further finite number of points, we may suppose
that QE has p points of order dividing p.

Let ˛WE! E 0 be a lifting of Q̨ to Qal
p . The reduction map Ep.Qal

p /!
QEp.Fal

p / has a
kernel of order p. Number the subgroups of order p in E so that S0 is the kernel of this map.
Then each Si , i ¤ 0, maps to a subgroup of order p in QE.

The map pW QE! QE has factorizations

QE
'
! QE=Si

 
! QE; i D 0;1; : : : ;p:

When i D 0, ' is a purely inseparable map of degree p (it is the reduction of the map
E!E=S0 — it therefore has degree p and has zero kernel), and so  must be separable
of degree p (we are assuming QE has p points of order dividing p). Proposition 7.3 shows
that there is an isomorphism QE.p/! QE=S0. Similarly QE 0.p/ � QE 0=S0. Therefore Q0 is
represented by QE.p/! QE 0.p/, which also represents 'p.P /.

When i ¤ 0, ' is separable (its kernel is the reduction of Si /, and so  is purely
inseparable. Therefore QE � QE.p/i , and similarly QE 0 � QE 0i

.p/, where QEi= QE=Si and QE 0i D
QE 0=Si . It follows that fQ1; : : : ;Qpg D '�1p .P /D 'tr

p .P /. 2

The zeta function of an elliptic curve revisited

Recall (III, 3.21) that, for an elliptic curve E D C=� over C, the degree of a nonzero
endomorphism of E is the determinant of ˛ acting on �. More generally (III, 6.4), for
an elliptic curve E over an algebraically closed field k and ` a prime not equal to the
characteristic of k,

deg˛ D det.˛jT`E/ (46)

where T`E is the Tate module T`E D lim
 �

E.k/`n of E.
When � is a free module over some ring R and ˛W�!� is R-linear, we let Tr.˛j�/

denote the trace of the matrix of ˛ relative to some basis for � — it is independent of the
choice of basis.

PROPOSITION 7.5 Let E be an elliptic curve over Fp. Then the trace of the Frobenius
endomorphism 'p on T`E satisfies

Tr.'pjT`E/D ap
def
D pC1�Np:

PROOF. For any 2� 2 matrix A, det.A� I2/D detA�TrAC 1. On applying this to the
matrix of 'p acting on T`E, and using (46), we find that

deg.'p�1/D deg.'p/�Tr.'pjT`E/C1:

As we saw in the proof of IV, 9.4, deg.'p�1/DNp and deg.'p/D p. 2

As we noted above, a correspondence T WX `X defines a map J.X/! J.X/. When E
is an elliptic curve, E.k/D J.E/, and so T acts on E.k/, and hence also on T`.E/.

COROLLARY 7.6 Let E be an elliptic curve over Fp. Then

Tr.'tr
p jT`E/D Tr.'pjT`E/:

PROOF. Because 'p has degree p, 'p ı'tr
p D p. Therefore, if ˛;ˇ are the eigenvalues of

'p, so that in particular ˛ˇ D deg' D p, then

Tr.'tr
p jT`E/D p=˛Cp=ˇ D ˇC˛: 2



218 Chapter V. Elliptic Curves and Modular Forms

The action of the Hecke operators on H1.E;Z/

Again, we first need an elementary result from linear algebra.
Let V be a real vector space and suppose that we are given the structure of a complex

vector space on V . This means that we are given an R-linear map J WV ! V such that
J 2 D�1. The map J extends by linearity to V ˝RC, which splits into a direct sum

V ˝RCD V C˚V �;

where V ˙ are the˙1 eigenspaces of J .

PROPOSITION 7.7 (a) The map

V
v 7!v˝1
�����! V ˝RC

project
����! V C

is an isomorphism of complex vector spaces.
(b) The map v˝ z 7! v˝ NzWV ˝RC! V ˝RC is an R-linear involution of V ˝RC

interchanging V C and V �.

PROOF. Easy exercise. 2

COROLLARY 7.8 Let ˛ be an endomorphism of V which is C-linear. Write A for the matrix
of ˛ regarded as an R-linear endomorphism of V , and A1 for the matrix of ˛ as a C-linear
endomorphism of V. Then

A� A1˚ NA1:

(By this I mean that the matrix A is equivalent to the matrix
�
A1 0

0 NA1

�
.)

PROOF. Follows immediately from the above Proposition.17
2

COROLLARY 7.9 For a prime p not dividing N ,

Tr.T .p/ jH1.X0.N /;Z//D Tr.T .p/ j˝1.X0.N ///CTr.T .p/ j˝1.X0.N ///:

PROOF. To say that H1.X0.N /;Z/ is a lattice in ˝1.X0.N //_ means that

H1.X0.N /;Z/˝ZR'˝1.X0.N //_

as real vector spaces. Clearly

Tr.T .p/ jH1.X0.N /;Z//D Tr.T .p/ jH1.X0.N /;Z/˝ZR/;

and so we can apply the preceding corollary. 2

17When V has dimension 2, which is the only case we are interested in, we can identify V (as a real or
complex vector space) with C. For the map “multiplication by ˛ D aC ib” the statement becomes,�

a �b

b a

�
�

�
aC ib 0

0 a� ib

�
;

which is true because the two matrices are semisimple and have the same trace and determinant.
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The proof that c.p/D ap

THEOREM 7.10 Let f D
P
c.n/qn be a newform in S2.�0.N //, normalized to have

c.1/D 1, and assume that all c.n/ 2 Z. Let X0.N /!E be the map given by Theorem 6.3.
Then, for all p −N ,

c.p/D ap
def
D pC1�Np.E/:

PROOF. We assume initially that X0.N / has genus 1. Then X0.N /!E is an isogeny, and
we can take

E DX0.N /:

Let p be a prime not dividing N . Then X0.N /D E has good reduction at p, and for any
`¤ p, the reduction map T`E! T` QE is an isomorphism. The Eichler–Shimura relation
states that

QT .p/D 'pC'
tr
p :

On taking traces on T` QE, we find (using 7.5, 7.6, 7.9) that

2c.p/D apCap:

The proof of the general case is very similar except that, at various places in the argument,
an elliptic curve has to be replace either by a curve or the jacobian variety of a curve.
Ultimately, one uses that T`E is the largest quotient of T` Jac.X0.N // on which T .p/ acts
as multiplication by c.p/ for all p −N (perhaps after tensoring with Q`). 2

ASIDE 7.11 The original papers on the Eichler–Shimura theorem are Eichler 1954 and Shimura
1958. In his paper, Eichler proved the Ramanujan–Petersson conjecture for some modular forms of
weight 2 by relating the conjecture to the Riemann hypothesis for curves over finite fields — he was
the first to make this connection. According to Sarnak (lecture 2018): “All of modern automorphic
forms in the connection with Frobenius, with algebraic geometry, with Grothendieck’s work, starts
with Eichler.”

As noted in 4.21, the Ramanujan–Petersson conjecture has been proved by Deligne as a conse-
quence of his proof of the Riemann hypothesis for algebraic varieties over finite fields. However,
the conjecture has been generalized further to automorphic representations, and in that context there
remain many open questions. See Sarnak 2005.

ASIDE 7.12 Let X be a Riemann surface. The map ŒP �� ŒP0� 7!
R P
P0
! extends by linearity to map

Div0.X/! Jac.X/. The famous theorem of Abel–Jacobi says that this induces an isomorphism
J.X/! Jac.X/ (Fulton 1995, 21d). The jacobian variety Jac.X/ of a curve X over a field k
(constructed in general by Weil) has the property that Jac.X/.k/D J.X/, at least when J.k/¤ ;.
For more on jacobian and abelian varieties over arbitrary fields, see Milne 1986a,b.
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8 Wiles’s proof
Somebody with an average or even good
mathematical background might feel that
all he ends up with after reading [. . . ]’s
paper is what he suspected before anyway:
The proof of Fermat’s Last Theorem is in-
deed very complicated.

M. Flach

In this section, I explain the strategy of Wiles’s proof of the modularity conjecture for
semistable elliptic curves over Q (i.e., curves with at worst nodal reduction).

Recall that if 0,P1, . . . ,Ps , are points on the 2-sphere S , then � def
D�1.SXfP1; : : : ;Psg;O/

is generated by loops 
1; : : : ;
s around each of the points P1; : : : ;Ps , and that � classifies
the coverings of S unramified except over P1; : : : ;Ps .

Something similar is true for Q. Let K be a finite extension of Q, and let OK be the ring
of integers in K. In OK , the ideal pOK factors into a product of powers of prime ideals:
pOK D

Q
pep : The prime p is said to be unramified in K if no ep > 1.

Now assume that K=Q is Galois with Galois group G. Let p be prime, and choose a
prime ideal p dividing pOK (so that p\ZD .p/). Let G.p/ be the subgroup of G of � such
that �pD p. The action ofG.p/ on OK=pD k.p/ defines a surjectionG.p/!Gal.k.p/=Fp/,
which is an isomorphism if and only if p is unramified in K. When p is unramified, the
element Fp 2 G.p/ � G mapping to the Frobenius element x 7! xp in Gal.k.p/=Fp/ is
called the Frobenius element at p. Thus Fp 2G is characterised by the conditions:�

Fpp D p;
Fpx � xp mod p; for all x 2OK :

If p0 also divides pOK , then there exists a � 2G such that �pD p0, and so Fp0 D �Fp�
�1.

Therefore, the conjugacy class of Fp depends only on p — we often write Fp for any one of
the Fp. The analogue of � being generated by the loops 
i is that G is generated by the Fp

(varying p).
The above discussion extends to infinite extensions. Fix a finite nonempty set S of

prime numbers, and let KS be the union of all K � C that are of finite degree over Q and
unramified outside S — it is an infinite Galois extension of Q. For each p 2 S , there is an
element Fp 2 Gal.KS=Q/, well-defined up to conjugation, called the Frobenius element at
p.

PROPOSITION 8.1 Let E be an elliptic curve over Q. Let ` be a prime, and let

S D fp jE has bad reduction at pg[f`g:

Then all points of order `n on E have coordinates in KS , i.e., E.KS /`n DE.Qal/`n for all
n.

PROOF. Let P 2E.Qal/ be a point of `-power order, and let K be a finite Galois extension
of Q such that P 2 E.K/. Let H be the subgroup of G def

D Gal.K=Q/ of elements fixing
P . Then H is the kernel of G! Aut.hP i/, and so is normal. After replacing K with KH ,
we may suppose that G acts faithfully on hP i. Let p 2 S , and let p be a prime ideal of
OK dividing .p/. The reduction map E.K/`n !E.k.p//`n is injective, and so if � lies in
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the kernel of G.p/! Gal.k.p/=k/, it must fix P , and so be trivial. This shows that K is
unramified at p. Since this is true for all p 2 S , we can deduce that K �KS . 2

EXAMPLE 8.2 The smallest field containing the coordinates of the points of order 2 on
the curve E W Y 2Z D X3C aXZ2C bZ3 is the splitting field of X3C aX C b. From
algebraic number theory we know that this field is unramified at the primes not dividing the
discriminant � of X3CaXCb, i.e., at the primes where E has good reduction (ignoring
2).

For an elliptic curve over a field k, we define the Tate module T`E to be the Tate module
of Ekal . Thus, for E over Q and S as in the proposition, T`E is the free Z`-module of rank
2 such that

T`E=`
nT`E DE.KS /`n DE.Qal/`n

for all n. The action of GS on the quotients defines a continuous action of GS on T`E, i.e.,
a continuous homomorphism (also referred to as a representation)

�`WGS ! AutZ`
.T`E/� GL2.Z`/:

PROPOSITION 8.3 Let E;`;S be as in the previous proposition. For all p … S ,

Tr.�`.Fp/ j T`E/D ap
def
D pC1�Np.E/:

PROOF. Because p … S , E has good reduction to an elliptic curve Ep over Fp, and the
reduction map P 7! NP induces an isomorphism T`E! T`Ep. By definition Fp maps to
the Frobenius element in Gal.F=Fp/, and the two have the same action on T`E. Therefore
the proposition follows from (7.5). 2

DEFINITION 8.4 A continuous homomorphism �WGS ! GL2.Z`/ is said to be modular if
Tr.�.Fp// 2 Z for all p … S and there exists a cusp form f D

P
c.n/qn in S2k.�0.N // for

some k and N such that
Tr.�.Fp//D c.p/

for all p … S .

Thus, to prove that E is modular we must prove that �`WGS !Aut.T`E/ is modular for
some `. Note that then �` will be modular for all `.

Similarly, one says that a continuous homomorphism �WGS ! GL2.F`/ is modular if
there exists a cusp form f D

P
c.n/qn in S2k.�0.N // for some k and N such that

Tr.�.Fp//� c.p/ mod `

for all p … S . There is the following remarkable conjecture.

CONJECTURE 8.5 (SERRE) Every odd irreducible representation � W GS ! GL2.F`/ is
modular.

“Odd” means that det�.c/D�1, where c is complex conjugation. “Irreducible” means
that there is no one-dimensional subspace of F2

`
stable under the action of GS . Let E` D

E.Qal/`. The Weil pairing (Silverman 2009, III, 8), shows that
V2

E` ' �` (the group of
`-roots of 1 in Qal). Since c� D ��1, this shows that the representation of GS on E` is odd.
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It need not be irreducible; for example, if E has a point of order ` with coordinates in Q,
then it will not be.

As we shall discuss in the next section, Serre in fact gave a recipe for defining the level
N and weight 2k of modular form.

By the early 1990s, there was much numerical evidence supporting Serre’s conjecture,
but few theorems. The most important of these was the following.

THEOREM 8.6 (LANGLANDS, TUNNELL) If � W GS ! GL2.F3/ is odd and irreducible,
then it is modular.

Note that GL2.F3/ has order 8 �6D 48. The action of PGL2.F3/ on the projective plane
over F3 identifies it with S4, and so GL2.F3/ is a double cover QS4 of S4.

The theorem of Langlands and Tunnell in fact concerned representations GS !GL2.C/.
In the nineteenth century, Klein classified the finite subgroups of GL2.C/: their images
in PGL2.C/ are cyclic, dihedral, A4, S4, or A5. Langlands constructed candidates for the
modular forms, and verified they had the correct property in the A4 case. Tunnell extended
this to the S4 case, and, since GL2.F3/ embeds into GL2.C/, this verifies Serre’s conjecture
for F3.

Fix a representation �0WGS!GL2.F`/. In future,R will always denote a complete local
Noetherian ring with residue field F`, for example, F`, Z`, or Z`ŒŒX��. Two homomorphism
�1;�2WGS ! GL2.R/ will be said to be strictly equivalent if

�1 DM�2M
�1; M 2 Ker.GL2.R/! GL2.k//:

A deformation of �0 is a strict equivalence class of homomorphisms �WGS ! GL2.R/
whose composite with GL2.R/! GL2.Fp/ is �0.

Let � be a set of conditions on representations �WGS ! GL.R/. Mazur showed that, for
certain �, there is a universal �-deformation of �0, i.e., a ring QR and a deformation Q�WGS !
GL2. QR/ satisfying � such that for any other deformation �WGS!GL2.R/ satisfying �, there

is a unique homomorphism QR!R for which the composite GS
Q�
! GL2. QR/! GL2.R/ is

�.
Now assume that �0 is modular. Work of Hida and others show that, for certain �, there

exists a deformation �TWGS !GL2.T/ that is universal for modular deformations satisfying
�. Because Q� is universal for all �-representations, there exists a unique homomorphism
ıW QR!T carrying Q� into �T. It is onto, and it is injective if and only if every �-representation
is modular.

It is now possible to explain Wiles’s strategy. First, state conditions � as strong as
possible but which are satisfied by the representation of GS on T`E for E a semistable
elliptic curve over Q. Fixing a modular �0 we get a homomorphism ıW QR! T.

THEOREM 8.7 (WILES) The homomorphism ıW QR! T is an isomorphism (and so every
�-representation lifting �0 is modular).

Now let E be an elliptic curve over Q, and assume initially that the representation of
GS on E3 is irreducible. By the theorem of Langlands and Tunnell, the representation
�0WGS ! Aut.E.KS /3/ is modular, and so, by the theorem of Wiles, �3WGS ! Aut.T3E/
is modular, which implies that E is modular.

What if the representation of GS on E.KS /3 is not irreducible, for example, if E.Q/
contains a point of order three? The representations of GS on E.KS /3 and E.KS /5 cannot
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both be reducible, because otherwise either E or a curve isogenous to E will have rational
points of order 3 and 5, hence a point of order 15, which is impossible by Mazur’s theorem
(II, 5.11). Unfortunately, there is no Langlands–Tunnell theorem for 5. Instead, Wiles uses
the following elegant argument.

He shows that, given E, there exists a semistable elliptic curve E 0 over Q such that:
(a) E 0.KS /3 is irreducible;

(b) E 0.KS /5 �E.KS /5 as GS -modules.
Because of (a), the preceding argument applies to E 0 and shows it to be modular.

Hence the representation �5WGS ! Aut.T5E 0/ is modular, which implies that �0WGS !
Aut.E 0.KS /5/� Aut.E.KS /5/ is modular. Now, Wiles can apply his original argument
with 3 replaced by 5.

9 Fermat, at last

Fix a prime number `, and letE be an elliptic curve over Q. As we now explain, it is possible
to decide whether or not E has good reduction at a prime p purely by considering the action
of G D Gal.Qal=Q/ on the modules E.Qal/`n for n� 1.

LetM be a finite abelian group, and let �WG!Aut.M/ be a continuous homomorphism
(discrete topology on Aut.M/). The kernel H of � is an open subgroup of G, and therefore
its fixed field QalH is a finite extension of Q. We say that � is unramified at p if p is
unramified in QalH . With this terminology, we have the following criterion.

THEOREM 9.1 The elliptic curve E has good reduction at a prime p ¤ ` if and only if the
representation of G on E.Qal/`n is unramified for all n.

The necessity follows from Proposition 8.1. For the sufficiency, one can show from the
Néron model of E that, if E has bad reduction, then not all of its `n-torsion points can have
coordinates in Qun

`
.

There is a similar criterion for p D `.

THEOREM 9.2 Let ` be a prime. The elliptic curve E has good reduction at ` if and only if
the representation of G on E`n is flat for all n.

For the experts, the representation of G on E.Qal/`n is flat if there is a finite flat group
scheme H over Z` such that H.Qal

`
/�E.Qal

`
/`n as G-modules. Some authors say “finite”

or “crystalline” instead of flat.
These criteria show that it is possible to detect whether E has bad reduction at p, and

hence whether p divides the conductor of E, from knowing how G acts on E.Qal/`n for
all n — it may not be possible to detect bad reduction simply by looking at E.Qal/` for
example.

Recall that Serre conjectured that every odd irreducible representation �WG! GL2.F`/
is modular, i.e., that there exists an f D

P
c.n/qn 2 S2k.�0.N //, some k and N , such that

Tr.�.Fp//D c.n/ mod `

whenever � is unramified at p.

CONJECTURE 9.3 (REFINED SERRE) Every odd irreducible representation �WG!GL2.F`/
is modular for a specific k and N . For example, a prime p ¤ ` divides N if and only if � is
ramified at p, and p divides N if and only if � is not flat.
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THEOREM 9.4 (RIBET AND OTHERS) If �WG!GL2.F`/ is modular, then it is possible to
choose the cusp form to have the weight 2k and level N predicted by Serre.

We omit the proof, which is difficult.
Now let E be the curve defined in II, Exercise 3.4, corresponding to a solution to

X`CY ` D Z`, ` > 3. It is not hard to verify, using nontrivial facts about elliptic curves,
that the representation �0 of G on E.Qal/` is irreducible; moreover, that it is unramified for
p ¤ 2;`, and that it is flat for p D `. The last statement follows from the facts that E has at
worst nodal reduction at p, and if it does have bad reduction at p, then p`j�.

Now

E modular H) �0 modular
Ribet
H) �0 modular for a cusp form of weight 2; level 2:

Such a cusp form would correspond to a holomorphic differential on X0.2/, but X0.N / has
genus 0 when N D 2 (see p. 181), and so there is no such cusp form. Now Wiles’s theorem
proves that E does not exist.

ASIDE 9.5 Great problems are important because, like the Riemann hypothesis, they have important
applications, or, like Fermat’s Last Theorem, they reveal our ignorance and inspire great mathematics.
Fermat’s Last Theorem has certainly inspired great mathematics but it needs to be said that, even after
its solution, our ignorance of the rational solutions of polynomial equations over Q remains almost as
profound as before because the method applies only to Fermat’s equation (or very similar equations).
We do not even know, for example, whether it is possible for there to exist an algorithm for deciding
whether a polynomial equation with coefficients in Q has a solution with coordinates in Q.

NOTES Remarkably, Serre’s conjecture 9.3 has been proved. The level 1 case was proved by Khare
(2006), and the full conjecture by Khare and Wintenberger (2009). As described by Darmon 2017,
the proof uses a glorious extension of Wiles’s 3 – 5 switching technique in which essentially all the
primes are used. For an engaging account of the collaboration that led to the proof of the conjecture,
see Khare 2020.

NOTES Among the many works inspired by the proof of Fermat’s Last Theorem, I mention only

˘ the book Mozzochi 2000, which gives an engaging eyewitness account of the events surround-
ing the proof,

˘ the book Diamond and Shurman 2005, which gives a much more detailed description of the
modularity theorem and its background than was possuble in this chapter,

˘ the book of the 1995 instructional conference (Cornell et al. 1997) devoted to explaining the
work of Ribet and others on Serre’s conjecture and of Wiles and others on the modularity
conjecture, and

˘ the article Darmon 2017, which includes a brief summary of some of the work inspired by
“Wiles’s marvelous proof”.

10 Epilogue

In a lecture in 2017, Serre roughly divided the history of number theory into two parts: the
abelian period from the time of Gauss and his quadratic reciprocity law through Artin and
his general reciprocity law to the mid 1960s, and the nonabelian period from the mid 1960s
to the present. According to Serre, the change was marked by Grothendieck’s introduction
of motives (about 1964) and Langlands’s announcement of his program (about 1966). We
briefly explain what these are, and their relation to elliptic curves.
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Motives

We have seen that the zeta function of an elliptic curve over Q decomposes as

�.E;s/D
�.s/ � �.s�1/

L.E;s/
;

where �.s/ is the usual Riemann zeta function. The fundamental idea of motives is that
underlying this, and all similar decompositions, there is a decomposition of the “motive” of
E,

h.E/D h0.E/˚h1.E/˚h2.E/:

Here h1.E/ has zeta function L.E;s/, and h0.E/ has zeta function �.s/, and so should
equal the motive h.P0/ of a point over Q. The zeta function of h2.E/ is a shift of �.s/,
which means that h2.E/ should be a “Tate twist” of h.P0/.

Consider smooth projective varietiesX and Y over a field k. An irreducible subvarietyZ
inX �Y of codimension dim.X/ defines a correspondence from Y toX — it can be thought
of as a many-valued map. The formal sums with Q-coefficients of such subvarieties, modulo
a suitable equivalence relation, form the Q-vector space C.Y;X/ of correspondences from
Y to X . The smooth projective varieties over k form a category with the correspondences
as morphisms . The category of motives Mot.k/ over k is obtained from this category
by adjoining the kernels of idempotents and inverting the motive h2.P1/: Every smooth
projective variety X over k defines a motive h.X/, and motives over number fields define
zeta functions. For example, the motive h.E/ of an elliptic curve over Q does decompose as
described above. The conjecture of Birch and Swinnerton-Dyer can be stated for an arbitrary
motive over a number field (Bloch, Kato, . . . ).

It is possible to form tensor products of motives. When we take the equivalence relation
defining the correspondences to be numerical equivalence, Mot.k/ is an abelian category
whose Hom-groups are finite-dimensional vector spaces. When k has characteristic zero,
the subcategory generated by a finite collection of motives is equivalent to the category of
representations of a reductive algebraic group, called the motivic Galois group.

For a brief elementary introduction to motives, see Milne 2013.

The Langlands program

What is the Langlands program? As Casselman says, it is all about L-functions.
In number theory, many phenomena cannot be understood algebraically. For example, to

understand how the prime numbers are distributed, we need the Riemann zeta function. As
another example, Artin’s reciprocity law gives an algebraic description of the decomposition
of primes in an abelian extension of number fields, but there is no such algebraic description
for a nonabelian extension. Finally, we have seen that to understand the arithmetic of an
elliptic curve over Q, even its rational points, we need its L-function.

In brief, since the time of Euler, number theorists have been introducing functions in
order to try to understand the phenomena they are studying. Usually, these are L-functions
that have Euler product expansions and (conjecturally) a functional equation of a very
specific type. The fundamental question is: what are the L-functions that arise in this way?

In 1966 Langlands provided a conjectural answer. Given a reductive algebraic group
over Q, he described a way of constructing L-functions that have Euler product expansions,
and for each L-function, he constructed the various terms (N , the � -factors, the constant
term, . . . ) that should go into its functional equation. These L-functions are said to be
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automorphic. When the reductive group is GL2, they include the Mellin transforms of
modular forms. Every L-function arising naturally in number theory should be automorphic.
In particular, all zeta functions of motives should be automorphic. The modularity theorem
can now be interpreted as saying that the zeta function of the motive h1.E/ of an elliptic
curve E over Q is automorphic.
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SCHAPPACHER, N. 1990. Développement de la loi de groupe sur une cubique, pp. 159–184. In
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